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Abstract—In this paper, we develop a real-time situational
awareness framework for the electrical transmission power grid
using Wireless Sensor Network (WSN). While WSNs are capable
of cost efficient monitoring over vast geographical areas, several
technical challenges exist. The low power, low data rate devices
cause bandwidth and latency bottlenecks. In this paper, our objec-
tive is to design a wireless network capable of real-time delivery of
physical measurements for ideal preventive or corrective control
action. For network design, we formulate an optimization problem
with the objective of minimizing the installation and operational
costs while satisfying the end-to-end latency and bandwidth con-
straints of the data flows. We study a hybrid hierarchical network
architecture composed of a combination of wired, wireless and
cellular technologies that can guarantee low cost real-time data
monitoring. We formulate a placement problem to find the op-
timal location of cellular enabled transmission towers. Further, we
present evaluation results of the optimization solution for diverse
scenarios. Our formulation is generic and addresses real world
scenarios with asymmetric sensor data generation, unreliable
wireless link behavior, non-uniform cellular coverage, etc. Our
analysis shows that a transmission line monitoring framework
using WSN is indeed feasible using available technologies. Our
results show that wireless link bandwidth can be a limiting factor
for cost optimization.

Index Terms—Cyber-physical network design, electric power
grid, wireless sensor network.

I. INTRODUCTION

C URRENTLY, the electric power infrastructure is highly
vulnerable against many forms of natural and malicious

physical events [1], which can adversely affect the overall per-
formance and stability of the grid. Additionally, there is an im-
pending need to equip the age old transmission line infrastruc-
ture with a high-performance data communication network that
supports future operational requirements like real-time moni-
toring and control necessary for smart grid integration [2], [3].
Wireless sensor basedmonitoring of transmission lines provides
a solution for several of these concerns like real-time structural
awareness, faster fault localization, accurate fault diagnosis by
identification and differentiation of electrical faults from the
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mechanical faults, cost reduction due to condition based mainte-
nance rather than periodic maintenance, etc. The use of sensor
networks has been proposed for several applications like me-
chanical state processing [4], [5] and dynamic transmission line
rating applications [6].
These applications specify stringent requirements such as fast

delivery of enormous amount of highly reliable data. The suc-
cess of these applications depends on the design of a cost-effec-
tive and reliable network architecture with a fast response time.
The network must be able to transport sensitive data such as
current state of the transmission line and control information to
and from the transmission grid. This research provides a cost
optimized framework to design a real-time data transmission
network. Our objective is to formulate a communication frame-
work to transport enormous amount of sensitive data at the time
scale of Supervisory Control and Data Acquisition (SCADA)
cycle.
To monitor the status of the power system in real-time, sen-

sors are put in various components in the power network [7]–[9].
These sensors are capable of taking fine-grained measurements
of a variety of physical or electrical parameters and generate
a lot of information. Delivering this information to the control
center in a cost efficient and timely manner is a critical chal-
lenge to be addressed in order to build an intelligent smart grid
[2]. Network design is a critical aspect of sensor based trans-
mission line monitoring due to the large scale, vast terrain, un-
common topology, and critical timing requirements. The goal
is to deploy multiple different sensors in critical locations of
the transmission line to sense mechanical properties of its var-
ious components and transmit the sensed data through a suitable
wireless network to the control center. At the control center, it
can be combined with existing electrical data in the system to
arrive at an ideal preventive or corrective control decision. We
design a hybrid hierarchical network that spans wired, wireless
and cellular technologies to provide cost optimized delay and
bandwidth constrained data transmission. Further, we present
the feasibility analysis considering various practical issues con-
cerning the deployment and operation of the sensor network.
This paper is organized as follows. Section II explains the

related work followed by sensor network design in Section III.
Section IV presents evaluation studies and Section V concludes
the paper.

II. RELATED WORK

Managing the communication burden and resulting data la-
tency is essential for efficient analysis and fast control responses
and calls for distribution of intelligence throughout the infra-
structure [2], [10]. Given the vast geographical expanse of the
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transmission line infrastructure, wireless networking presents a
feasible and cost effective solution for transmission of moni-
toring data [3]. Several works [11]–[15] and [16] propose to
improve the state of the art in transmission line monitoring by
harnessing the power of wireless sensor networks for real-time
monitoring and control. In these works, the goal is to deploy
multiple different sensors in critical and vulnerable locations of
the transmission line to sense mechanical properties of its var-
ious components and transmit the sensed data through a suitable
wireless network to the control center. However, most of these
works address this theme at a very high level of abstraction.
Small scale real world deployments of wireless sensors include
tension monitoring using load cells [17], power donut for con-
ductor surface temperaturemonitoring [18], sagometer [19], etc.
The authors of [13] and [14] were the first to propose a two

level model specifically for supporting the overhead transmis-
sion line monitoring applications. But considering the topolog-
ical constraints posed by the transmission lines, the low band-
width, low data rate wireless nodes would fail to transmit huge
amount of data in a multihop manner. The hierarchical model
proposed in [11], offers a very expensive solution with the idea
of deploying cellular transceivers on every tower. While such a
network can provide extremely low latency data transmission,
this model is highly cost inefficient as it incurs huge installa-
tion and subscription costs. The only work that addresses the
problem of finding optimal locations of cellular transceivers is
presented in [12].
In [12] authors develop a quadratic equation based solution

for finding the optimal locations of cellular transceivers aiming
to minimize the delay in information delivery. We contrast this
work on the following grounds:
• The formulation presented in [12] relies heavily on sym-
metry. The underlying network infrastructure and the cel-
lular infrastructure is assumed to be symmetric and avail-
able at all times. Further, it is assumed that all transmission
towers are identical and transmit the same amount of data.
However, several factors bring in asymmetry as enumer-
ated below:
— Sparse cellular coverage (due to unavailability of cel-
lular towers in the area) or cellular outage.

— Variation in the amount of data transmitted by the towers
in lieu of its location or situation.

— Irregular terrain in certain regions of the transmission
line might prevent the usage of any wireless device
forcing the use of only cellular network.

• The analysis presented in [12] considers minimizing delay
as an objective. While cost consideration is mentioned in
the paper, deployment and maintenance costs are not used
as factors restraining the number of cellular transceivers.
In the absence of cost constraints, the latency can be min-
imized by putting a cellular link on each tower which can
be highly cost inefficient.

• The method presented in [12] utilizes a quadratic equa-
tion to find out the number of cellular enabled towers re-
quired and subsequently the location of such towers. Roots
of quadratic equation are rounded off to depict the number
of cellular enabled towers, which must be an integer. This
rounding off can lead to incorrect results. Also, the fac-

Fig. 1. Sensor network design framework.

tors such as latency and bandwidth which affect the place-
ment of cellular transceivers (referred to as representative
node in [12]) in a group are not considered simultaneously,
rather bandwidth constraints are considered as an after-
thought. This leads to suboptimal results.

In this paper, we propose an optimal solution that minimizes
the installation and maintenance costs while satisfying all the
constraints such as latency and bandwidth. We present a generic
formulation that addresses challenges such as asymmetric flow
bandwidth requirements, irregular cellular coverage, etc. Fur-
ther, our proposed method also provides a way to find cost opti-
mized incremental deployment solutions to satisfy newer future
specifications.

III. WIRELESS NETWORK DESIGN

The task of designing a robust wireless data communica-
tion network involves consideration of various factors such as
latency, resiliency, security and bandwidth constraints. While
low cost wireless sensor nodes enable large scale deployment
and minimal maintenance operation, these low data rate wire-
less links can prove to be a bandwidth bottleneck when con-
sidering the topology of the transmission line network. Trans-
mission towers are deployed in a straight line forming a linear
network [11] spanning hundreds of miles. An intelligent choice
of technologies needs to be made such that the required band-
width is provided for the intended data to reach its destination
in a timely manner.
Fig. 1 shows our proposed framework. It enumerates an array

of challenges and constraints associated with monitoring a wide
area network like transmission lines. Necessary control or main-
tenance decisions can be taken once the sensor measurements
are validated and the physical structure is critically assessed for
the presence of faults.
The linear network topology proves to be a major challenge

for wireless network design with respect to latency constraints
and bandwidth constraints. Performance evaluation of the linear
network model [20] shows that successful delivery ratio of the
packets from the nodes far away from the substation is found
to be much less than that of nodes near the substation because
packets from a farther node have to travel a longer distance and
the rate of collision is higher. The effective monitoring of a large
transmission line network requires a hybrid communication in-
frastructure.
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TABLE I
TYPES OF TECHNOLOGIES AND THEIR CHARACTERISTICS

Fig. 2. Hierarchical network structure.

This hybrid infrastructure can be a combination of wired
(copper cable/optical fiber) and wireless (cellular/IEEE
802.15.4) standards to enhance the capability of the overall
network to meet newer requirements based on emerging smart
grid applications.
In this paper, we formulate a hybrid hierarchical network de-

sign problem that can provide cost effective data transmission
while at the same time respecting the bandwidth, delay, and con-
nectivity constraints. We formulate a placement problem to op-
timize the number and location of the cellular enabled towers to
significantly reduce the operational and installation costs while
respecting all the constraints.

A. Three Level Hierarchical Network

We propose a hierarchical three level wireless network model
for time critical applications. Each level is equipped with an
array of sensors and transceivers with varied capabilities such
that together they achieve the required behavior. The design in-
volves the installation of a private WSN of low cost, low data
rate links, utilization of the existing SCADA network, and a
wide area network such as cellular network comprised of ex-
pensive but high data rate links. The proposed network makes
use of the existing SCADA links (optical fiber) for communi-
cation between substations and control center and strategically
utilizes the existing cellular network for data transmission from
certain transmission towers directly to the control center. A set
of wireless sensors on each tower is installed as part of the pri-
vate WSN.
Fig. 2 depicts a power transmission corridor with a number

of transmission towers, two substations, one at each end of the
transmission line, and a control center. Each level of the network

forms a cluster supporting many to one communication from all
the nodes in the cluster to the cluster head.
The first level of the network is responsible for collecting in-

formation about the tower. It is composed of sensor nodes in-
stalled in each transmission structure forming a sensor array in
tower (SAT). This SAT consists of an array of sensor modules
such as tension sensors, accelerometers, temperature sensors,
tilt sensors, motion sensors, vision-based sensors, and infrared
sensors, etc., similar to [13]. Each tower is equipped with a more
sophisticated relay node with enhanced computation and com-
munication capabilities. Data from each sensor in the SAT is
transmitted to the relay node. The relay node is responsible for
compressing the data received from the SAT and transmitting it
to the higher level.
The second level of the network is responsible for transmis-

sion of data from towers that are far away from the substations.
Consider a segment composed of a few towers in the middle of
the transmission line network. Data from these towers cannot
reach either of the substations due to limited bandwidth of the
intermediate wireless links. In such cases, enabling one of these
towers with cellular capability can provide a feasible solution
as shown in Fig. 2. It is to be noted that it is not required to
enable all towers with cellular technology as proposed in [11].
The second level is thus composed of segments of such towers
transmitting their aggregated information to the cellular enabled
transmission tower which acts as the head of their segment.
The cellular enabled tower is a transmission tower equipped
with an additional cellular transceiver along with the relay node.
This cellular transceiver offers an alternative way to deliver the
tower’s data directly to the control center through a high band-
width, low latency cellular network.
The third level of the hierarchical network is composed of

a single cluster consisting of two substations and the cellular
towers. The control center acts as the cluster head. Thus, level
1 operates at each tower, level 2 operates at the granularity of
a group of towers. The size of the group will be dictated by the
wireless link bandwidth and the required end to end latency.
Level 3 operates at the level of the whole network where substa-
tions and cellular towers transmit to the control center. Table I
summarizes the characteristics of various communication stan-
dards used in this paper.

B. Placement Problem Formulation

In order to provide cost optimized operation in delay
constrained and bandwidth constrained linear networks, the
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Fig. 3. Placement graph.

TABLE II
SYMBOLS USED IN PLACEMENT PROBLEM FORMULATION

strategic placement of cellular transceivers becomes very cru-
cial. While the cellular transceivers provide low latency, high
bandwidth links, they are costly to install and the subscription
charges can dominate the operational cost of the network.
On the other hand, the wireless Zigbee devices are relatively
inexpensive but provide very low data rates. Thus, there is a
tradeoff between cost and delay. In this section, we first explain
our network model and state the placement problem. Next, we
formulate a mathematical program to find the optimal location
of the cellular enabled towers.
1) Network Model: In this paper, the transmission line is

modeled as a directed graph, as shown in Fig. 3.
represents the set of vertices and represents the set of edges
in . The set of vertices consists of transmission towers, two
substations (SS) at the ends of the transmission line and a con-
trol center (CC). Thus, the total number of vertices in the graph
is equal to . Edge set in represents the set of com-
munication links which can be wired (SS, CC), cellular
or wireless , where . Each link in the graph
can be described by a tuple , where is the opera-
tional cost incurred by the link and is the total bandwidth of
the link. Given that each transmission tower needs to transmit
its monitoring data to the control center, there are flows in
this network with each one having a common destination, CC
and common delay constraint, . Each flow can be charac-
terized by the tuple: where,

is the source node of the flow,
is the destination node of the flow, is the flow bandwidth
requirement, and is the delay constraint to be satisfied by

the flow. is latency incurred by the th flow on the link
. The latency incurred is the sum of transmission delay and

channel access latency.
2) Placement Problem Statement: Given a directed graph

and a set of flows, find a feasible path for each
flow such that the sum of the cost of all the paths is minimized
while respecting the delay and bandwidth constraints of each
flow. If the minimum cost path chosen by a tower node
includes the edge , then a cellular transceiver should be
placed on the tower .
3) Placement Problem Formulation: The input to the al-

gorithm is the transmission line consisting of transmission
towers and the end to end latency constraint, . The formula-
tion uses the binary variables and . is 1 if link

is used by at least one flow, showing that operational costs
are incurred irrespective of if the link is fully utilized or

is underutilized. denotes the installation cost of a cellular
transceiver on a tower, . is 1 only if link is used
by any flow which means that a cellular transceiver must be in-
stalled on node . represents the choice made for the link

by the node . If node selects edge as one of the
link in its path, then is equal to 1 otherwise is equal
to 0. All the decision variables are binary variables and hence
the formulation is an integer linear program (ILP). We used the
ILOG CPLEX 12.2 software [21] to solve the ILP. Table II enu-
merates the different symbols used in the formulation and their
meanings. The placement problem can thus be formulated as

(1)

(2)

(3)

(4)

(5)

(6)

(7)

(8)

(9)

(10)

Our objective is to minimize the cost function given in (1).
Our cost model consists of two types of costs: installation cost
and operation cost. Installation cost is a one-time cost of in-
stalling cellular transceivers on selected towers. Operation cost
is composed of subscription cost and maintenance cost and is
recurring in nature. Wireless and SCADA links are assumed to
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be owned by the transmission company and hence their opera-
tional cost is mainly made up of recurring maintenance costs.
Cellular links utilize cellular service provided by a third party.
Hence the operational costs for cellular links are made up of
a recurring subscription cost to be paid to the third party and
maintenance cost. As shown in (1), the total cost is the sum
of operational cost of all the paths used for data transmission
over the operational period and one time cost for installing
cellular transceivers on selected towers. Equation (2) restricts
the end-to-end latency of every flow to less than or equal to the
maximum permissible end-to-end deadline, . Our proposed
formulation is capable of addressing multiple latency require-
ments. Firstly, consider cases where multiple latency require-
ments are imposed throughout the operational period. In such
cases, the constant deadline in (2), can be modified to flow
specific deadline, . Secondly, consider cases where multiple
latency requirements are imposed for only a fraction of the op-
eration time. In such cases, a proactive planning approach can
be adopted and resources can be reserved for use during emer-
gency situations demanding higher data rate and lower latency
data transfer. Specifically, contingency flows, i.e., flows to deal
with traffic contingencies can be created during the planning
stage, thereby modifying the total number of flows from to
. The resources reserved for these contingency flows are uti-

lized during emergency situations.
The latency calculations take into account the transmission

latency as well as channel access latency experienced by a flow
on each link. In order to address fine grained latency calcula-
tions, queuing delay can also be taken into consideration, given
that sensor measurements may be buffered at one or multiple
nodes before transmission. The queuing delay component can
be linearly added to the latency component along with
transmission latency and channel access latency. Every flow
will utilize a set of wireless links and exactly one cellular or
SCADA link of type where . On
each link, multiple flows can be multiplexed as dictated by the
total link bandwidth. The transmission latency of a flow on each
link is calculated considering the presence of other flows multi-
plexed on the same link.
The constraints in (3)–(6) explain the flow conservation con-

straints and ensure that exactly one path is selected for a flow
generated at node . Equation (3) restricts each tower to be
a source of exactly one flow. Equation (4) depicts that CC serves
as destination to exactly flows. Equations (5) and (6) ensure
flow conservation at each tower and substation respectively, be-
tween the source and destination. Bandwidth of a link ,
is denoted by denoting available link specific bandwidth
taking into consideration interference on neighboring links. This
bandwidth is assumed to be constant over time. We agree that
available bandwidth could change due to varying interference
levels. However, the proposed method is an offline planning ap-
proach and addressing time varying interference is out of the
scope of our work. Equation (7) explains that the total flow on
each link must not exceed the available link bandwidth. Equa-
tion (8) ensures that whenever any link of type is used
by any flow, a cellular transceiver will be placed on the tower
ensuing some installation cost. Equation (9) ensures that cost of
link is counted at most once for the set of flows that are

multiplexed on this link. The last constraint, (10) ensures that
the decision variables are binary variables.
Upon interpretation of the output, the location of cellular en-

abled towers can be found by the value of the decision variable,
. If it is equal to 1, it means that a cellular transceiver needs

to be installed on node .
The operational cost of links of type (SS, CC) is given a min-

imal value followed by wireless links where .
The operational cost of cellular links are given highest
values modeling the high cellular subscription charges. The in-
stallation cost for (SS, CC) is set to zero, thus modeling the al-
ready present SCADA links and a constant installation cost can
be added to the final output to model the fixed installation cost
of SAT on each tower. Installation cost of cellular transceivers is
added in the objective function. The edges of type (SS, CC) have
the least latency amongst all the edges, followed by the cellular
links , followed by the Zigbee links which have
the highest latency.

C. Link Utilization Based Costs

In our proposed formulation, we assume a fixed periodic sub-
scription cost being charged for each active cellular link. This
model could be generalized to represent subscription costs pro-
portional to the link utilization. The existing formulation can be
easily modified to address the variable cost structure. Consider
the modified objective function as shown below:

(11)

Equation (11) computes the total cost as the sum of fixed op-
erational costs for wireless and SCADA links, sum of link uti-
lization dependent operational costs for cellular links and the
sum of installation costs. Notice that a fixed operational cost
is assumed for wireless and SCADA links, because irrespec-
tive of the link selected for sensor data transmission, these links
are operational for other requirements such as data transmission
among the sensors in the SAT. Nonetheless, the formulation can
easily be modified if the operational costs for all the links need
to be made utilization dependent. We analyze the impact of link
utilization based costs in Section IV-F.

D. Link Reliability

In the proposed formulation presented before, we assume
perfect wireless link conditions. However, in reality, wireless
links can be unreliable due to wireless interference, channel
loss, multi path fading, etc. [22]. In the following, we present
a method to extend our existing formulation to address link
unreliability.
Let denote path reliability that can be specified as part

of input requirements. This means that each flow must reach
the control center, CC with probability . The path reliability

is related to the constituent link reliabilities. Consider a link
with link reliability, . For a path with links, the reliability
of the path can be calculated as . Thus, for every flow the
condition must be satisfied. Given link reliability
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and path reliability, can be found offline as the highest integer
satisfying . This represents the maximum number
of links that a flow can traverse, in order to satisfy path relia-
bility constraint. Thus, wireless link reliabilities can be easily
addressed by our existing formulation with the addition of the
following constraint:

(12)

Equation (12) ensures that the total number of links traversed
by each flow, must be less than or equal to .
Link specific reliabilities can also be addressed in our pro-

posed formulation. However, it introduces a quadratic constraint
modifying the linear optimization program to a quadratically
constrained program. Specifically, consider that the link relia-
bility of link is denoted as . Then the equation (12)
shown above will change to

(13)

As evident, addressing link specific reliabilities results in a
quadratically constrained optimization problem which is much
harder to solve. Thus, link specific reliability can be addressed
at the cost of higher complexity.

E. Constrained Cellular Coverage

In the previous section, we assumed that the transmission line
considered is uniformly covered by a cellular communication
network. This means that cellular transceivers can be placed on
any tower. However, owing to the diverse geographical terrains
traversed by the long transmission lines, there might be remote
areas where cellular coverage is not available. Or there could be
prolonged outage on certain cellular towers. In such cases, there
are additional constraints on the placement of cellular trans-
ceivers. We refer to this version of the problem as Coverage
Constrained placement problem where relay nodes can only be
installed on a subset of the transmission towers which are cov-
ered by cellular service.
The Coverage Constrained placement problem formulation

requires little modification from our original placement problem
formulation. Let denote the set of nodes not covered by
the cellular service. The constrained edge set, will be

. In order to model the Coverage Con-
strained placement problem, the input graph needs to be re-
placed by . Fig. 4 shows the example where towers 3
and 4 do not have any cellular coverage. The edges (3, CC) and
(4, CC) are thus removed. In the formulation, the corresponding
binary variables, and are removed to represent cellular
unavailability at these towers. Thus, with a simple modification
in the formulation, restricted cellular availability can be easily
addressed.
If there is a large segment of towers devoid of cellular cov-

erage, then the responsibility of data delivery falls upon wireless
Zigbee links. In such cases, the data deliverymight not be able to
meet the latency constraints given the limited capacity of wire-
less Zigbee links. Such cases can be easily identified though our
proposed method as shown in Fig. 10.

Fig. 4. Placement graph for constrained cellular coverage.

Fig. 5. Accommodating asymmetric flow requirements.

F. Asymmetric Data Generation

The method proposed in [12] relies heavily on symmetry
and hence cannot accommodate asymmetric flow bandwidth
requirement in the network. There can be several scenarios
leading to towers generating sensor data at different rates.
This can be due to a requirement of fine grained sensor mea-
surement in order to attain better situational awareness of a
particular tower located in a sensitive area. Fig. 5 shows such
a scenario. Our proposed formulation can easily accommodate
such asymmetric requirements. This is because each flow
generated at a tower is individually formulated. Asymmetric
data generation will change the values of and in (2)
and (7). Hence the formulation solves both symmetric and
asymmetric cases equally the only difference being in the input
file specifying the flow requirements.

G. Incremental Deployment

With changing data traffic requirements and geographical ex-
pansion of the transmission line, the possibility of incremental
deployments is always present. If at each such future require-
ment, an entirely new input is given to the optimization formu-
lation without taking into account the currently existing cellular
enabled towers, the solution may be a costlier deployment. We
term this method as memoryless deployment because it discards
any memory of existing cellular enabled towers. This method
can result in installation on an entirely new set of towers, thus
risking loss of any investment made in installing existing cel-
lular transceivers in the first place.
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We present a method to add new cellular links on top of ex-
isting network to satisfy newer requirements while minimizing
installation costs. In order to do so, only the input to the opti-
mization program needs to be modified. The installation costs
for currently deployed towers is made equal to 0 and flow re-
quirements are increased as per new specifications leading to
modified latency calculations. Since the installation costs of cur-
rently deployed towers is now 0, they will be automatically con-
sidered as cellular enabled towers in the optimized answer. The
optimization formulation will make as much use of such ex-
isting cellular enabled towers as possible in minimizing total
costs. Thus, incremental deployment reuses the existing cellular
enabled transceivers as much as possible.

IV. PERFORMANCE EVALUATION

We consider a transmission line network with 75 towers with
an average span length of 800 ft [23]. In order to reflect real-
world scenarios, the bandwidth of the optical fiber links (SS,
CC) is taken as 10 Gbps. Bandwidth of the cellular links is taken
as 75 Mbps and latency incurred in the cellular link due to state
transition delay, access delay, and handover, etc., is taken as 50
ms [25]. The bandwidth of the IEEE 802.15.4 wireless links
is 250 kbps and latency incurred due to these links is 16 ms
[24]. The length of the data packet generated by each tower is
32 kbits [11]. The performance metric of interest is the total
cost of the network including the installation and operational
costs. We consider three pricing schemes named and
and analyze the effect of different costs associated with each

type of link present in our network. They vary in their ratio of
operational costs attached to each type of link. A pricing scheme
can be described as a ratio of operational costs of optical fiber
to cellular to Zigbee. Thus, a scheme (1:10:2) would mean that
operational cost of the three types of links: optical fiber, cellular
and Zigbee are in the ratio 1:10:2.
We study several different scenarios including variation in

flow bandwidth, end to end deadline and network size. We
compare the results of our proposed formulation called Integer
Linear Program (ILP) with the method proposed in [12] re-
ferred to here as the Quadratic Equation method (QE). We also
evaluate the cost of the network in cases of constrained cellular
coverage and incremental deployment.
The proposed formulation provides an optimal solution to the

wireless network design problem at the granularity of a trans-
mission corridor as shown in Fig. 2. This solution can be in-
dependently computed for each corridor. While computation-
ally expensive, these calculations are required to be done only
during the offline centralized network planning stage. Thus, the
fact that an ILP formulation is expensive to compute is miti-
gated by the small number of times such an optimization needs
to be performed. However, for cases where the transmission
corridor comprises of several hundreds of transmission towers,
heuristic methods may be better suited. This is because even
though they compromise on the accuracy of the result, they are
capable of providing a solution with much less computing re-
source requirements. Although the ILP model is harder to scale
and computationally-intensive, it is helpful in determining a
lower bound on the costs. We use the ILOG CPLEX 12.2 soft-
ware [21] to solve the proposed Integer Linear Program (ILP).

Fig. 6. ILP: Effect of variation in flow bandwidth.

The simulations were run on Intel(R) Xeon(R) X5650@ 2.67
GHz machines. The simulations took a minimum of 0.16 sec-
onds and a maximum time of 4.25 hours.

A. Effect of Variation in Flow Bandwidth

Fig. 6 shows the effect of the amount of data generated by
each tower and its effect on the feasible operation of the trans-
mission line. In this simulation, we consider a 75 node network
with a deadline constraint of 3 s. The packet size of the sensor
data generated at each tower is the same. Given constant band-
width of the wireless links, only a certain number of flows can
be multiplexed on any link. Thus smaller the flow bandwidth re-
quirement, more flows can be multiplexed on each link. Given a
large deadline requirement, this results in reducing the number
of cellular links to be used and hence the cost. The performance
graph echoes this observation. Notice in the graph that for values
of flow bandwidth greater than or equal to 128 kbps (specifi-
cally 128 kbps, 160 kbps, and 192 kbps), the cost becomes con-
stant. This is because given the wireless link bandwidth of 250
kbps, at most one flow can be multiplexed on each link. Thus
the network design remains same for each of these three flow
bandwidth requirements. Also in cases where, flow bandwidth
is greater than wireless link bandwidth, then the remaining op-
tions are either deploying an all cellular or all wired solution.
Fig. 7 compares the results given by our proposed algorithm,

ILP and the proposed method (QE) in [12] with respect to vari-
ation in flow bandwidth. As mentioned earlier, the QE method
[12] utilizes a quadratic equation to obtain the number of cel-
lular enabled towers. Roots of quadratic equation are rounded
off to the nearest integer to depict the number of cellular en-
abled towers which must be an integer. This rounding off leads
to incorrect results as can be seen in the plotted curves. Once
flow bandwidth is greater than 128 kbps, the results should be
the same for the three cases (128 kbps, 160 kbps, and 192 kbps)
as explained previously. However, the QE method tends to give
incorrect results owing to errors encountered due to rounding of
roots. Similarly for flow bandwidths of 84 kbps and 96 kbps, the
cost incurred by QE method is less, but that is because number
of towers selected by the QE method are insufficient leading to
constraint violation.
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Fig. 7. Comparison between ILP and QE [12] with respect to variation in flow
bandwidth.

Fig. 8. ILP: Effect of variation in end to end flow latency.

B. Effect of Variation in Flow Latency

Fig. 8 shows the effect of variation in end to end flow latency
with respect to cost. We consider the time scale of one SCADA
cycle which is 4–8 s [13]. The results show that in cases of very
stringent deadline requirement ( s), a cellular transceiver
should be installed on each tower. Thus every tower uses the
cellular link to avoid any deadline miss hence ensuing a huge
cost. In the given 50 node network, for relatively relaxed dead-
line requirements ( – s) the lowest cost is attained by fully
utilizing the wireless network. At the time scale ( s) the cost
becomes constant because now the system is more bandwidth
limited than latency limited.

C. Effect of Network Size

Fig. 9 shows the effect of variation in the number of transmis-
sion towers with respect to the cost. Given the linear structure
of the transmission line, the cost increases approximately lin-
early with respect to the number of towers in the network. We
assume all towers generate 64 kbits of data per monitoring cycle
[11] and the end to end deadline is 8 s. We compare the results
of ILP with two data generation rates in QE one at 8 kBytes per
second and one at 16 kBytes per 2 seconds both being equivalent

Fig. 9. Comparison between ILP and QE [12] with respect to variation in the
number of towers in the network.

Fig. 10. ILP: Capable of addressing variations in cellular coverage.

to 64 kbps. The QE solution results in higher cost for the case
of 16 kBytes per 2 seconds. For any given network, this graph
can be used to find the most cost effective solution by plotting
the various pricing curves.

D. Effect of Variation in Cellular Coverage

Fig. 10 shows the effect of variation in cellular coverage and
its effect on the installation and operational cost of the network.
We consider a 100 node network with constant flow bandwidth
of 64 kbps and a deadline of 8 s. We vary the percentage of
nodes which can be devoid of any cellular coverage from 10%
to 50% of the network size. Further, we vary the length of the
segment of the transmission line devoid of any cellular coverage
from 0.25 mile to 1 mile. This is done to mirror real world situ-
ation where it is more likely that adjacent towers are devoid of
cellular coverage rather than random single towers. For compar-
ison, the results of cellular constrained scenarios are compared
with the symmetric case where coverage is available throughout
the network. In cases where a large number of towers are devoid
of cellular coverage, there might not be any feasible solution as
shown in the figure. An analysis of this nature helps in finding
the feasibility of the wireless option in the cellular constrained
areas.
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Fig. 11. Effect of variation in operational period.

Fig. 12. Effect of link utilization.

E. Effect of Operational Period

Fig. 11 shows the effect of operational period on the total
costs (initial installation costs and operational costs over the op-
erational period). In case of fixed operational costs, total costs
increase rapidly with increasing operational period. In case of
adaptive costs depending upon link utilization the total costs re-
duce dramatically. Also in this case, if the available link band-
width is much higher as compared to bandwidth utilization, then
operational costs turn out be very less and over time the initial
investment on installation is recovered. Thus it can be profitable
to deploy a cellular transceiver on a bigger subset of towers.
However, if cellular bandwidth is relatively less, making the
link utilization based operational costs a bigger part of the total
costs, then the number of cellular towers needs to be optimized.
This graph illustrates how different factors such as available link
bandwidth, operational period and cost ratios affect minimum
cost network design.

F. Effect of Link Utilization Based Cost

Fig. 12 shows the impact of link utilization based adaptive
cost models on total network design cost. In this simulation, we
consider a 75 node network with an operational period of 100.
We consider 4 cost models explained as follows.
The Fixed Cost model considers fixed subscription cost

ignoring adaptive link utilization. As evident, it incurs highest

costs because the number of deployments increase with in-
creasing flow bandwidth requirement.
The Adaptive Cost, Link BW(75 Mbps) model is the link uti-

lization based cost model where cellular bandwidth is 75 Mbps
incurring the lowest costs. The optimal solution here is to deploy
all towers with cellular capability. This solution is optimal due
to two factors. One, the subscription costs become negligible
as compared to wireless operation costs given the high cellular
bandwidth availability as compared to utilization. Secondly, a
huge initial investment can be easily recovered given a large
operational period. The negligible subscription cost acts as an
incentive to initially deploy all towers with cellular capability.
In order to consider the effect of available cellular bandwidth,

we consider an Adaptive Cost, Link BW(0.5 Mbps) model with
a smaller available link bandwidth of 0.5 Mbps. In this case link
utilization based subscription costs are non negligible resulting
in increased cost.
We consider another cost model, Adaptive Cost, Base Subs

where in addition to the link utilization based adaptive costs, a
fixed base subscription fee is charged per active cellular link per
period. The available cellular bandwidth is 75 Mbps. Thus sub-
scription costs are negligible but base subscription fee acts as a
major factor in cost calculations. When compared with Adap-
tive Cost, Link BW(0.5 Mbps), the tradeoff can be observed. At
lower flow bandwidth requirements, Adaptive Cost, Base Subs
incurs more cost due to overpowering base subscription fee. But
at higher requirement, link utilization based costs result in more
costs by Adaptive Cost, Link BW(0.5 Mbps).

G. Effect of Link Unreliability

Fig. 13 shows the impact of link unreliability on network de-
sign cost. In this simulation, we consider a constant flow band-
width of 32 kbps and a deadline constraint of 3 s. At lower link
reliabilities, a path should consist of lesser number of links to
maintain path reliability constraint. This leads to more cellular
towers being deployed resulting in higher costs. As link relia-
bility increases, more wireless links can be utilized resulting in
cost reduction. After a certain point (maximum links ), any
further increase in link reliability does not affect cost reduction.
This is because other optimization constraints such as limited
bandwidth and latency limit the number of flows per link and
hence the number of links per path.

H. Effect of Incremental Deployment

We perform experiments on a network of 50 towers with
each tower generating sensor data at the rate of 32 kbps ini-
tially. The data generation rates are then gradually increased
upto 128 kbps to mirror the increasing bandwidth demands in
the future. Fig. 14 shows the cumulative costs incurred by the
two methods: incremental deployment and memoryless deploy-
ment when the operational period is equal to one. Memoryless
deployment starts with a clean slate each time a new require-
ment comes in. Due to this, memoryless deployment ends up in-
stalling a cellular transceiver on a much bigger subset of towers.
Incremental deployment modifies the input to the optimization
and adds new links on top of existing network such that the ex-
isting design is utilized as much as possible incurring lesser de-
ployment costs.
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Fig. 13. Effect of link unreliability.

Fig. 14. ILP: Capable of cost optimized incremental deployment.

Please note that both deployment methods are variations
of our proposed formulation producing optimal solutions de-
pending on the input being provided to them. Our formulation
offers the flexibility to perform different types of analyses.
Factors such as operational period and link utilization based
costs affect the performance of the two methods. Consider
Fig. 15, where operational period is varied from 20 to 350. We
consider a cost model [C1(1:10:2)] with the variation that each
active cellular link is charged a base subscription fee and link
utilization based subscription cost instead of fixed subscription
cost. Each point on the graph, represents the total costs of an
instance where a set of data requirements (starting from 32 kbps
to 128 kbps) was operational for a period . Each value on the
curve is the total cost of memoryless deployment normalized
with respect to the respective value for incremental deployment
to show their relatively close but different performance.
In Fig. 15, we observed that at low operational periods, mem-

oryless deployment incurs more cost than incremental deploy-
ment. This is because memoryless deployment ignores any in-
vestment made in the earlier deployment and a small operational
period does not allow enough time to recover from that invest-
ment. Incremental deployment on the other hand, avoids extra
installations by making the most use of the already deployed
towers. At higher operational periods, the installation costs can

Fig. 15. ILP: Comparing Memoryless deployment with Incremental
deployment.

be recovered and hence memoryless and incremental deploy-
ments produce solutions with equal costs.

I. Modeling Multiple Constraints

In the proposed formulation, we presented a generalized for-
mulation in order to encompass varied application scenarios.
However, it can be difficult to model every operational con-
straint. Mainly, the most important constraints that need to be
modeled for a feasible network design are flow latency and flow
bandwidth constraints. This is because Zigbee links can provide
the least expensive communication, but their limited bandwidth
proves to be a major bottleneck. Also the topology of trans-
mission lines presents critical challenges towards low latency
communication being achieved solely by Zigbee links. These
are followed by the cellular coverage constraint since extreme
unavailability of cellular coverage might render the network de-
sign infeasible. Other constraints such as link reliability, link uti-
lization based cost structure, asymmetric data generation, etc.,
are less critical for a feasible cost optimized network design.
The results we present in the paper individually analyze the
effect of variation in each of the constraint on the cost of the
network while other constraint are assumed to take up average
values. Specifically, we find that network design is feasible at
very low costs at higher latency; and at very high costs at higher
flow bandwidth. Further, we find that if link utilization based
cost structure is adopted then flow bandwidth requirement might
have no effect on the total costs as shown in Fig. 12.

V. CONCLUSION

In this paper, we presented an optimal formulation for a cost
optimized wireless network capable of transmission of time
sensitive sensor data through the transmission line network in
the presence of delay and bandwidth constraints. Our analysis
shows that a transmission line monitoring framework using
WSN is indeed feasible using available technologies. We
compare behavior of our proposed method with the method
proposed in [12]. Our proposed formulation is generic and en-
compasses variation in several factors such as asymmetric data
generation at towers, wireless link reliabilities, link utilization
dependent costs, non-uniform cellular coverage characteristics
and requirements for cost optimized incremental deployment.
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Our evaluation studies show that the main bottleneck in cost
minimization is wireless link bandwidth. Further, in cases of
increasing flow bandwidth, the limited wireless link bandwidth
leads to a feasible but expensive design due to increased de-
pendence on cellular network to satisfy constraints. As part
of future work, we plan to study cost efficient fault tolerant
network design.
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