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Abstract—The development of a smarter electric grid will de-
pend on increased deployments of information and communica-
tion technology (ICT) to support novel communication and control
functions. Unfortunately, this additional dependency also expands
the risk from cyber attacks. Designing systemswith adequate cyber
security depends heavily on the availability of representative envi-
ronments, such as testbeds, where current issues and future ideas
can be evaluated. This paper provides an overview of a smart grid
security testbed, including the set of control, communication, and
physical system components required to provide an accurate cyber-
physical environment. It then identifies various testbed research
applications and also identifies how various components support
these applications. The PowerCyber testbed at Iowa State Univer-
sity is then introduced, including the architecture, applications,
and novel capabilities, such as virtualization, Real Time Digital
Simulators (RTDS), and ISEAGE WAN emulation. Finally, sev-
eral attack scenarios are evaluated using the testbed to explore
cyber-physical impacts. In particular, availability and integrity at-
tacks are demonstrated with both isolated and coordinated ap-
proaches, these attacks are then evaluated based on the physical
system’s voltage and rotor angle stability.

Index Terms—Cyber-physical systems, cyber security, smart
grid, testbeds.

I. INTRODUCTION

C YBER security incidents have gained increasing credi-
bility as viable risks to the electric grid. Recent analysis

of the grid’s current security posture has raised numerous inade-
quacies [1], [2], while reports have addressed attackers increas-
ingly targeting critical infrastructure [3]. The adoption of smart
grid technologies will significantly increase the importance of
cyber security due to more substantial ICT dependencies. The
U.S. Department of Energy (DOE) has documented attack re-
siliency as a primary requirement for the next generation grid
[4]. TheNational Institute for Standards and Technology (NIST)
has thoroughly enumerated many cybersecurity concerns with
the adoption of new technologies such as advanced metering
infrastructures (AMI), distributed energy resources (DER), and
phasor measurement unit (PMU) based wide area measurement
systems (WAMS) [5].
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Attempts to research cyber security enhancements are
constrained by the availability of realistic cyber-physical en-
vironments. Testbeds that integrate both cyber and physical
components provide ideal environments to perform and eval-
uate research efforts. Unfortunately, the testbed development
process is not well established due to the complexity of inte-
grating cyber and physical resources while also incorporating
simulation mechanisms to model power systems, cyber network
dynamics, and security events. Various design strategies will
naturally lend themselves to different research areas, therefore,
an understanding of development constraints is important to
enhance future efforts. This paper provides a review of key
testbed research applications and also presents a conceptual
testbed architecture.
This paper then documents the implementation of the Power-

Cyber cyber-physical testbed which integrates industry supervi-
sory control and data acquisition (SCADA) hardware and soft-
ware along with emulation and simulation techniques to pro-
vide an accurate electric grid cyber infrastructure. The testbed
employs virtualization technologies to address scalability con-
cerns and reduce development cost. The testbed has also been
integrated with the ISEAGE project at Iowa State to provide
wide-area network emulation and advanced attack simulation.
Power simulations are performed with a real time digital simu-
lator (RTDS) for real time evaluations and DIgSILIENT Pow-
erFactory software for non-real time analysis.
The remainder of the paper is organized as follows. Section II

enumerates previous testbed development efforts and identifies
salient features of those efforts. Section III introduces applica-
tions of a cyber security testbed based on current research de-
mands and testbed capabilities. Section IV provides an intro-
duction of the PowerCyber testbed at Iowa State and presents a
thorough review of its capabilities. Finally, Section V demon-
strates the utility of the testbed by presenting various research
efforts currently being performed in the environment.

II. RELATED WORK

Smart grid testbed have been developed at various univer-
sities and national labs to research cyber security concerns. A
foundational testbed initiative is the National SCADA TestBed
(NSTB) which represents a national lab collaborative project.
This environment implements actual physical grid components
including generation and transmission, while also incorporating
industry standard software products [6]. Resulting research on
the testbed has identified numerous cyber vulnerabilities and
contributed to the production of SCADA-specific security as-
sessment methodologies [2], [7]. Unfortunately, the substantial
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Fig. 1. Testbed applications.

cost of deploying purely physical testbed limits the practicality
of similar efforts.
Sandia National Laboratory developed the Virtual Control

System Environment (VCSE) which integrates simulation,
emulation, and physical systems to provide more cost-effective
and reconfigurable platform [8], [9]. VCSE utilizes OPNET
System-in-the-Loop emulation to allow the integration of phys-
ical network devices with the simulated network. This enables
communication between both physical and emulated PLCs and
the PowerWorld power system simulator. VCSE also utilizes
a centralized model/simulation management tool, Umbra,
to provide control over the various components. VCSE was
designed to provide support for operator training, vulnerability
exploration, mitigation development, and evaluation activities.
A similar project at the University of Illinois has produced

the Virtual Power System Testbed (VPST) which also com-
bines both simulation and physical elements [10]. The testbed
is similar to VCSE as it uses a PowerWorld power system sim-
ulator, while network integration is based on the Illinois-de-
veloped Real-Time Immersive Network Simulation Environ-
ment (RINSE) project. These components are then integrated
with physical devices and industry-standard software products
to provide a realistic control environment.
The European CRUTIAL project has deployed two different

testbeds to explore impacts from various attack scenarios [11],
[12]. The first testbed is focused primarily on telecommuni-
cations within the electric grid by evaluating the transmission
of IEC 60870-5-104 traffic between a set of simulated substa-
tions and control centers. Specific experiments have focused on
evaluating the communication system’s ability to withstand var-
ious DoS attacks. Additionally, a microgrid evaluation testbed
has been developed through the interconnection of a physical
microgrid environment controlled by emulated IED devices.
The IEDs then communicate over a LAN to a Matlab/Simulink
system which performs the resulting controls. This environment
is being used to identify potential vulnerabilities in DER imple-
mentations.
The Testbed for Analyzing Security of SCADA Control

Systems (TASSCS) has been developed at the University of
Arizona to perform anomaly-based intrusion detection research
[13]. The testbed utilizes OPNET System-in-the-Loop net-
work emulation similar to Sandia’s VCSE and also utilizes
PowerWorld software to provide a simulated electric grid. A
simulation-based control solution is presented using Modbus

RSim software which then communicates with the PowerWorld
simulator.
A testbed at the University College Dublin (UCD) is based on

industry standard software/hardware with a DIgSILENT power
system simulator to provide an environment to both identify at-
tacks and evaluate physical impact [14]. Research on intrusion
and anomaly detection capabilities is being performed within
this environment.
Finally, the SCADASim testbed has been developed at Royal

Melbourne Institute of Technology (RMIT) University to en-
able the exploration of network performance under cyber attack
[15]. The SCADASim testbed focuses on developing an emu-
lated communication infrastructure that can be used to intercon-
nect physical devices utilizing common SCADA protocols. The
testbed can then be used to analyze how cyber attacks impact the
system’s communication requirements.

III. TESTBED RESEARCH APPLICATIONS AND DESIGN

The review of previous development efforts has demonstrated
numerous research applications currently being supported with
testbeds. This section provides a more thorough analysis of re-
search efforts which benefit from a cyber-physical testbed. It
then introduces high-level testbed design elements and presents
a mapping of these application dependencies on testbed control,
communication, and physical elements.

A. Research Applications

A comprehensive set of testbed applications are identified in
Fig. 1 and elaborated upon in greater detail below.
1) Vulnerability Research: Cyber-physical systems utilize

different software, hardware, communications protocols and
physical media. Many of the technologies used within this
environment are not publicly available which significantly con-
strains the amount of vulnerability research that can performed
by security researchers. Fortunately, testbeds provide areas
where vulnerability assessment activities can be performed,
including vulnerability scanning, cryptography analysis, and
software testing methods such as fuzzing. Other testbed envi-
ronments, such as INL’s NSTB, have been utilized to identify
numerous cyber vulnerabilities in various control system com-
ponents [2], [16]. This research will help ensure that software
platforms, configurations, and network architectures have been
adequately analyzed for weaknesses.
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2) Impact Analysis: Another key testbed application is the
evaluation of physical impacts from different types of cyber se-
curity attacks and incidents [17]. The complexity and interde-
pendencies within both the cyber and physical systems com-
plicate current impact analysis methods. Testbeds help capture
the risk posed by a particular security event through the ability
to determine impact on grid stability and power flow. Various
attack strategies can be explored including sophisticated coor-
dinated attacks and insider threats. Additionally, various power
system topologies, operator responses, and cyber vulnerabilities
can be explored to determine their ability to mitigate physical
system impacts.
3) Mitigation Evaluation: Testbeds also present a useful en-

vironment to explore the effectiveness of various mitigation
strategies. Mitigation efforts should attempt to reduce the vul-
nerability of the cyber infrastructure while increasing the ro-
bustness of the power applications [18]. One particular area
where testbeds will be useful is in the development of attack
resilient control algorithms that can be evaluated within a real-
istic environment to explore their performance and reliability.
4) Cyber-PhysicalMetrics: The development of cyber-phys-

ical metrics is imperative to improving cyber security and
increasing grid resiliency. Testbeds produce an environment
where controlled evaluations can be performed to support
metric development and evaluation. This is specifically rele-
vant within the cyber-physical systems as metrics must combine
multiple domains. On the physical side, metrics can be eval-
uated based on the impact to power flow, stability, and even
markets. Cyber security metrics can incorporate vulnerability
criticality (such as CVSS [19]), vulnerability patch installation
rates, and other methods to explore both system correctness
and organizational security objectives [20].
5) Data and Model Development: Currently real world data

about the electric grid’s cyber resources and vulnerabilities are
limited as they are sensitive to the utility’s operation. Testbed
environments may also help develop models and datasets which
can be disseminated to researchers to facilitate more accurate
analysis and results. Models and datasets could incorporate
power system models, network architectures, protocols, and
data.
6) Security Validation: Cyber security compliance require-

ments (e.g., NERC CIP) are becoming increasingly common
as a means to ensure critical resources are appropriately pro-
tected. Unfortunately, the process of evaluating security mecha-
nisms is not well established within this environment. The elec-
tric grid’s high availability demands and the heavy utilization
of proprietary systems limit the applicability of common vul-
nerability scanning techniques [21]. Since the effectiveness of
compliance depends heavily on the security validation process,
effective methods are required to ensure requirements are ap-
propriately enforced. Testbed environments that implement in-
dustry standard software and configurations can help understand
both impacts and effectiveness of traditional security assess-
ment techniques while also presenting an environment where
new methods can be explored.
7) Interoperability: Testbeds also present a distinct oppor-

tunity to explore system interoperability within a realistic envi-
ronment. This may be beneficial for both vendor products and

Fig. 2. Logical testbed architecture.

research efforts from industry, academia, and national labora-
tories. Interoperability testing may include activities such as
1) communication/protocol connectivity, 2) realistic availability
requirements, 3) data collection and aggregation requirements,
and 4) operator interface design evaluation.
8) Cyber Forensics: Cyber-based forensics presents another

important area of future research [22]. Field devices depend
heavily on embedded systems which utilize different operating
systems and software platforms. Recent events have also shown
that cyber attacks can be used to modify the operational logic
of the PLCs [23]. Without some ability to forensically analyze
these devices, there is little chance of detecting intrusions.
Testbeds play a key role in this analysis as they present an
environment where device functionality can be analyzed,
specifically, whether they respond correctly to commands and
return accurate measurements.
9) Operator Training: Cyber incidents may be responsible

for unusual power system failures, especially when combined
with physical faults [24]. Testbeds present the opportunity to
both analyze these situations and demonstrate how a realistic
attack would look to system operators. Therefore, testbeds may
provide training applications to help identify differentiated fail-
ures from both cyber and physical.

B. Testbed Design Elements

This section presents a high-level overview of testbed compo-
nents and their support of testbed applications. Testbed compo-
nents can be categorized into communication, control and power
systems elements. Fig. 2 shows a logical testbed architecture and
specifically identifies these components. The diagram first dis-
plays how measurements and actuations are either sensed from
physical devices, 1a, or simulated and transmitted over network,
1b. Item 2 displays how information such as device statuses,
commands, and protection functions are transmitted through the
substation. Item 3 demonstrates the substation communications
to other systems in the WAN for regional control and energy
management functions. Finally, item 4 shows WAN communi-
cation between control centers for system scheduling and status
data.
Table I identifies the requirements for the testbed’s control,

communication, and physical system components in order
to support the previously identified research initiatives. The
following list identifies the various testbed components in this
table.
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TABLE I
RESEARCH EFFORTS TO TESTBED CAPABILITY MAPPING

Fig. 3. PowerCyber testbed architecture.

• Software—the various SCADA and energy management
system (EMS) applications that monitor and control the
physical system.

• Hardware—the IEDs and PLCs that bridge the cyber and
physical domains.

• Algorithms—the logic to calculate grid observability and
perform automated control functions.

• Protocols—the numerous real-worlds SCADA network
protocols.

• Architectures—accuracy of the network layout to current
smart grid network topologies.

• Performance—similarities between the networks
throughput and latency.

• Scalability—the size of the the power system that can be
simulated.

• Real-Time—the simulators ability to compute updated grid
state in real-time.

• HW Interface—whether the power system simulator can
be interfaced with the actual IEDs.

IV. ISU’S POWERCYBER TESTBED ARCHITECTURE

This section describes the architecture and capabilities of the
PowerCyber testbed at Iowa State University (ISU), specifically
highlighting the communication, control, and physical system
simulation components. The testbed currently utilizes an array
of real, emulated, and simulated components to provide a real-
istic cyber and physical environment [25]. Fig. 3 demonstrates
the testbed’s architecture, which will be elaborated upon in the
remainder of this section.

A. Control

The control functions within the electric grid consist of a va-
riety of human-in-the-loop and closed loop mechanisms used to
manage the grid’s reliability and efficiency. The grid’s control
mechanisms can be divided into those performed by the central-
ized control centers and those distributed into the substations.
The testbed utilizes industry standard software for all control
functions to enable realistic cyber vulnerability research.
1) Control Center: The testbed’s control center is con-

figured to support general SCADA functions, which includes
collecting measurements and device statuses from field devices,
forwarding operator commands to various field devices, and
managing historic data about system operations. These func-
tions are supported with industry standard SCADA servers,
Human Machine Interfaces (HMIs) and Historian servers.
Control operations within the control center focus on

human-in-the-loop approaches. The SCADA communications
occurs between the SCADA servers and a software-based
remote terminal units (RTU) system located within each sub-
station. The SCADA server polls the status of the substation’s
various devices every second and displays the acquired infor-
mation to the operator through the HMI. The operator can then
choose to modify system’s operation by sending commands to
the substations. All of the data collected by the control center
is then stored within the historian server for future analysis.
2) Substations: In addition to the control center, the testbed

also includes substations to interface with the power system
simulations. Substations consists of both RTUs and intelligent
electronic devices (IEDs). Substations within the testbed are
modeled two ways: 1) using a combination of dedicated RTU
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systems connected to physical IEDs (overcurrent protection re-
lays) and 2) using virtualized substations connected directly to
virtual IEDs modeled by the power system simulators. In both
scenarios the RTUs are responsible for aggregating data from ei-
ther physical or virtualized IEDs and transmitting it back to the
control center. The IEDs within the environment are over-cur-
rent protection relays which can be used to perform current and
voltage measurements from transmission lines and then com-
municated with RTUs.
Control functions within the substation include both protec-

tion and human-in-the-loop control methods. Various automated
protection functions can also be configured between the phys-
ical IEDs. The IEDs can be dynamically configured to transmit
their status and detected faults to other IEDs to ensure they are
automatically cleared before system damage occurs.

B. Communication

The important components of the communication infrastruc-
ture include both the physical network architecture and network
protocols. Supporting the grid’s wide array of monitoring and
control functions requires numerous LAN and WAN environ-
ments, along with specialized communication protocols.
1) Wide Area Networks: Communication between the con-

trol center and substation RTUs is performed with the DNP3
protocol similar to many real-world SCADA systems. DNP3
currently operates over IP to enable routeable networks. Since
the WAN will be externally exposed, the communication is pro-
tected in transit with IPSec-based VPNs implemented with in-
dustry specific network security devices. In addition to the use
of DNP3, the ISEAGE project has been integrated into the lab
to replicate the scale and exposure properties of a real WAN.
ISEAGE: The Internet-Scale Event and Attack Generation

Environment (ISEAGE) testbed was developed independently
to provide a scalable Internet environment to perform cyber at-
tack and defense simulations [26]. ISEAGE integration within
the testbed provides the following benefits: 1) large cyber infra-
structure modeling, 2) network traffic collection, and 3) coordi-
nated attack simulation.
The core function of ISEAGE is a configurable emulation

of an IP-based routing topology. ISEAGE will emulate a de-
sired network topology while providing physical interfaces to
the various network segments to support integration with phys-
ical networks and devices. By utilizing ISEAGE, the Power-
Cyber lab can be expanded to provide a realistic network path
for its WAN communication. Communication between control
centers and substations will route across the ISEAGE emulated
network. This can then be utilized to perform various attack
studies, specifically focusing on availability and integrity re-
quirements of the network. DoS attacks can be simulated to un-
derstand network availability requirements and determine com-
munication link resiliency and redundancy requirements.
2) Substations: Within the substations, the IEC 61850 pro-

tocol is used to communicate status and commands between
both other IEDs and the RTU. IEC 61850 GOOSE messages
utilize multicast Ethernet to provide real-time support for pro-
tection mechanisms and is used for communications between
IEDs. Manufacturing Message Specification (MMS) protocols

are used to communicate analog and binary values between the
IEDs and RTUs.

C. Physical System

The testbed currently deploys two different tools for per-
forming power system simulation, DIgSILENT PowerFactory
and a real-time digital simulator (RTDS) [27], [28]. These
simulators are used independently based on the time constraints
of the simulation. The power system model for both simula-
tors is based on the Western Electricity Coordinating Council
(WECC) 9-bus model as demonstrated in Fig. 3. The system
consists of three generating units at buses 1, 2 and 3, and three
loads at buses 5, 6, and 8. Nine substations are modeled, such
that each substation controls the operations (breaker control)
concerned with a bus.
1) Real Time Digital Simulator: The RTDS is a simulation

platform that provides the capability to perform real-time power
system simulation and allows physical hardware integration
and can closely mimic the physical response characteristics
of power system equipment when subjected to fault-type sce-
narios. The RTDS was designed to both interact with physical
relays (IEDs) and through various control system protocols,
such as IEC 61850 and DNP. This allows integration with both
the physical and virtualized relays.
2) DIgSILENT PowerFactory: PowerFactory is a software

product that performs non-real-time power system simulation.
Additionally, unlike the RTDS, PowerFactory does not provide
interconnection of physical devices. However, PowerFactory
does provide some advantages to RTDS as it allows the simula-
tion of larger systems with limited real-time constraints. In ad-
dition, PowerFactory provides more advanced system analysis
capabilities, including algorithms for state estimation and con-
tingency analysis. PowerFactory is interfaced with the testbed
components through the OPC protocol communication.

V. TESTBED EVALUATION AND EXPERIMENTATION

This section reviews current research efforts performed on the
testbed. First a high-level overview of current vulnerabilities as-
sessment activities is provided. Next, a more detailed analysis of
various cyber-physical attack scenarios is presented to demon-
strate both isolated and coordinated attacks that impact physical
system stability.

A. Vulnerability Assessment

Numerous vulnerability assessment activities have been per-
formed on the testbed to explore potential security weaknesses
in the software and communication protocols. Discovered vul-
nerabilities are then shared with the product vendor so they
can develop and release appropriate mitigations. Our vulnera-
bility identification process has followed well documented se-
curity testing methodologies, such as NIST 800-115: “Technical
Guide to Information Security Testing and Assessment”, which
focuses on various scanning and cracking techniques along with
a thorough review of implemented technologies and configu-
rations [29]. In addition to the documented methodology, our
analysis has also included manual inspection techniques using
various open-source tools and software fuzzing tests based on
the Mu Security Analyzer [30].
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TABLE II
EVALUATED CYBER ATTACKS

The resulting analysis has resulted in the discovery of mul-
tiple previously undisclosed vulnerabilities within industry soft-
ware platforms. These efforts have resulted in vendor security
advisories and system patches [31].

B. Cyber-Physical Impacts

In addition to the vulnerability assessment efforts, various
cyber-physical impact evaluations have been performed to ex-
plore how attacks can impact the physical systems. Table II
identifies the three attack templates that have been evaluated
within the testbed. The remainder of this section will provide
further analysis of these situations.
1) Attack 1: Malicious Breaker Trip: This attack scenarios

assumes an attacker is able to access an internal network by by-
passing the security of either the control center or substation
networks. Once this level of access has been obtained, the at-
tacker can initiate their own DNP3 connections to the RTUs due
to insufficient authentication requirements. The lack of system
authentication is then used to inject a breaker trip command to
breaker 1 on bus 1.
The power system is stable when the simulation begins. In 7

seconds the malicious breaker trip command is injected to the
network. Once this occurs, generator rotor angles become un-
synchronized. Once the breaker is tripped, generator 1 is sepa-
rated from the rest of this system. The loss of generation creates
a large system disturbance which caused the remaining online
generators to become unsynchronized. Fig. 4 identifies the rotor
angle of generators 2 and 3 during the attack.
2) Attack 2: SCADA Observability DoS: Denial of service

(DoS) attacks present another significant concern due to the
electric grid’s strict availability requirements. In this scenario
the attacker floods the VPN’s external interface with arbitrary
data in order to disrupt the SCADA communications. This at-
tack assumes a external attacker is targeting the external VPN
interface with a TCP Syn flood attack. Because the VPN is used
to protection the SCADA DNP3 traffic, flooding the VPN will
constrain its ability to transmit the SCADA traffic between the
control center and substation. The control center is currently
configured to poll system status every 1 second with DNP3
packets.

Fig. 4. Generator rotor angles.

Fig. 5. DoS impact on control system communication.

Cyber Impact: Fig. 5 documents the results of the DoS eval-
uation by plotting the mean throughput from 5 simulations, the
x-axis documents the length of the attack while the y-axis dis-
plays the number of probe DNP3 packets received every ten
seconds. These results show that as the attack throughput in-
creases, the DNP3 communication decreases. At 10 Mbps the
availability starts to decrease and once the DoS attack reaches
approximately 20 Mbps the VPN devices are no longer to prop-
erly relay the DNP3 traffic between the substation and control
center.
Physical System Impact: Once the attack reaches 20 Mbps,

the control system begins to obtain a decreasing number of
SCADA measurements. These measurements are necessary to
compute the state estimations of the physical system and other
EMS applications.
3) Attack 3: Remedial Action Scheme DoS: In this particular

case study, we show how the testbed can be used to replicate
the conditions of a Remedial Action Scheme (RAS) and study
the impact of a coordinated cyber attack on the power system.
Typically, for every RAS, there is a RAS controller, which de-
termines when the scheme is to be armed and also sends appro-
priate control commands to the corresponding relays. Because
RAS are very critical in maintaining the system stability, they
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TABLE III
MAPPING OF POWERCYBER TESTBED COMPONENTS TO RAS

are often deployed with another redundant backup RAS con-
troller and protection elements, however, for the purpose of this
case study, only one controller is modeled.
The WECC 9 bus system, shown in Fig. 3 has been chosen as

the power system for our case study. The particular RAS which
has been adapted for this case study has been taken from the
WECC RAS list [32] and is explained below.
The RAS scheme is designed to trip one of the generation

units at bus 2, (modeled by a reduction in the generation), if
there is a fault on one of the transmission lines connected to it.
In our case there are two transmission lines, namely, 7-8 and
7-5. The RAS scheme would be armed only if generation at
bus 2 exceeds a particular value. This generation would have
to be reduced to prevent the thermal overloading of one of the
transmission lines in case of a fault on the other line and also
to maintain the stability of the generation units. Table III shows
how the various components of the RAS have been mapped into
the PowerCyber testbed environment.

a) Coordinated attack template: The case study involves
the execution of a coordinated attack to prevent the RAS from
operating, reducing the loading on the transmission line 7-8 and
consequently tripping of the line 7-8. Assuming that the RAS
is already armed, i.e generation at bus 2 greater than a specified
threshold, the actions which are necessary to cause this are:
1) Creating a data integrity attack (similar to Section V-B-1)
to trip the Relay 2 which protects line 7-5 to activate the
RAS.

2) Creating a Denial of Service attack to prevent the GOOSE
trip command to the generation unit at bus 2 to result in a
thermal overload on line 7-8 and cause it to trip out.

By looking at Fig. 6, we can explain how the RAS operates
by observing the sequence of events and IEC 61850 messages
being exchanged between the devices associated with this pro-
tection scheme. Generally, the control center operator can man-
ually arm/disarm the RAS through an IEC 61850 message to the
RAS controller directly outside the typical flow of events.
1) The Generating station at bus 2 exceeds a threshold, com-
municates this to the RAS controller (Relay 1) to arm the
RAS.

2) Relay 2 associated with the protected line 7-5 sends a mes-
sage to the RAS controller to indicate a fault.

3) RAS controller performs the necessary validation checks
and issues a trip command to the unit at generating station
in bus 2 to reduce generation immediately.

4) Because of the successful cyber attack, generation at bus 2
is not reduced and the Relay 3 protecting line 7-8 detects
thermal overload.

5) Relay 3 reaches max time for withstanding the thermal
overload and trips, isolating the generation station at bus
2.

Fig. 6. RAS physical and cyber system.

Fig. 7. DoS protection scheme impact (switch flooding).

b) Cyber impact: We evaluate two DoS attacks which
could be used to disrupt the RAS communication, first by
flooding the switch with broadcast Ethernet frames and also
flooding the RAS controller with TCP Syn packets. We evaluate
various traffic rates to determine the amount of malicious traffic
required to disrupt the RAS, each attack was repeated ten times.
The results of this analysis shows that the protection scheme
can be disrupted through both methods, though targeting the
RAS controller requires significantly less bandwidth.
Fig. 7 demonstrates the impact of the DoS attack by flooding

the Ethernet switch. Fig. 7(a) displays that the percentage of
times that RAS failed based on various attack rates. Notice as
traffic hits 50 Mbps the RAS fails 50% of the time while at
greater attack rates the RAS fails consistently. Fig. 7(b) displays
averaged time for the RAS communication to travel from the
relay to the RAS controller and back (note: these results only in-
clude successful RAS methods as the communication never fin-
ishes in the failed scenarios). Although RAS only fails after not
receiving the communication within 1 second, our results show
either the communication occurred within 200 ms or the RAS
failed. This occurrence can likely be explained by Ethernet’s
collision detection exponential back-off and eventual collision
timeout.
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Fig. 8. DoS protection scheme impact (relay Syn flood).

Fig. 9. Impact of attack on system voltages.

The results from the TCP Syn flood attack in Fig. 8 demon-
strate that the protection scheme could be disrupted with sig-
nificantly less bandwidth by targeting the relay. Fig. 8(a) shows
that traffic around 1.5 Mbps is sufficient to disrupt the RAS 60%
of the time, while as traffic reaches 2 Mbps the RAS continu-
ally fails. Fig. 8(b) displays the average delay of the RAS during
successful runs.

c) Physical system impact: The impact of the successful
coordinated attack on the power system can be seen from Figs. 9
and 10. Fig. 9 shows how the system voltages are impacted by
the attack and Fig. 10 shows how the line flows and the genera-
tion changed as a result of the attack. Each of these figures have
two ovals highlighting the two events which took place as part
of the attack. The first event represents the tripping of line 7-5,
and could have been either a fault or an attack (in our case), and
the second event represents the tripping of line 7-8 due to the
attack.
Fig. 9 shows that the first event did not cause much impact

on the system voltage and the voltage at all the buses stayed
close to 1.0 p.u.Whereas, after the second line tripped, generator
two was completely isolated from the grid and this impacted the
voltage at several buses significantly. This especially occurs at
bus 7, which is linked to bus 2 through a step-up transformer.

Fig. 10. Impact of attack on generation and line flows.

From Fig. 10, we can see that the tripping of line 7-5 changed
the generation in all three generators by a small amount, but it
overloaded the line 7-8 significantly and eventually preventing
the generation reduction as per the RAS, it led to the tripping
of line 7-8. Although the plot shows the tripping of 7-8 due to
overload within seconds, the scenario would have resulted in the
same impact even after a longer thermal limit threshold, which
is typically around a few minutes. It is to be noted here that
the tripping of line 7-8 completely isolates generator 2 from the
system and therefore it would result in a huge loss of generation
which will impact the frequency profoundly. In a real power
system such an event could potentially cause some frequency
stability related problems. This situation could also lead to trip-
ping of some load if no spare generation is available.
Note: The simulated power system used in this attack was not

operating in a N-1 secure state as is required for the North Amer-
ican grid, therefore, the demonstrated attack would unlikely re-
sult in similar load and frequency violations on the actual grid.

VI. CONCLUSION

Research on cyber-physical systems, such as the smart grid,
requires the development of testbeds to analyze the complex
relationships between the cyber-based control mechanisms and
the physical system. This paper introduces various research
applications which required cyber-physical testbeds to provide
representative environments to explore and validate potential
solutions. A high level overview of testbed functionality is doc-
umented, including its control, communication, and physical
components along with a mapping of components to research
requirements. The PowerCyber testbed from Iowa State Univer-
sity is then introduced to provide an example of an operational
cyber-physical testbed. The testbed’s various components
and interconnections are introduced along with methods to
increase the scalability and accuracy of the testbed, such as
virtualization, ISEAGE, and RTDS. Several attack-impact
evaluations were performed on this testbed including isolated
attacks which impact the physical system rotor angle stability
and the SCADA observability. Additionally, a coordinated
attack is demonstrated against a RAS to disrupt the physical
system’s voltage stability. While these attack templates help
demonstrate the testbed capabilities, future research efforts will
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explore the impacts from more sophisticated coordinated attack
templates along with various impact mitigation efforts through
both cyber and physical approaches.
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