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Abstract

Reflector based DDoS attacks are feasible in variety of request/reply based protocols including TCP, UDP, ICMP, and DNS. To
mitigate these attacks, we advocate the concept of victim assistance and use it in the context of a novel scheme called pairing based
filtering (PF). The main idea of the PF scheme is to validate incoming reply packets by pairing them, in a distributed manner, with
the corresponding request packets. This pairing is performed at the edge routers of the ISP perimeter that contains the victim rather than
at the edge router to which the victim is directly connected, leading to protection from bandwidth exhaustion attacks in addition to the
protection from victim’s resource exhaustion attacks. We evaluate the proposed scheme through analytical studies using two perfor-
mance metrics, namely, the probability of allowing an attack packet into the ISP network, and the probability of filtering a legitimate
packet. Our analysis shows that the proposed scheme offers a high filtering rate for attack traffic, while causing negligible collateral
damage to legitimate traffic.
� 2006 Elsevier B.V. All rights reserved.
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1. Introduction

Current Internet infrastructure is exposed to many seri-
ous threats that can affect the availability of important
Internet services. Denial of Service (DoS) attacks
[21,32,35] and a more complicated version known as Dis-
tributed DoS (DDoS) [23,37] are the most common. These
attacks deny regular Internet services from being accessed
by legitimate users either by blocking service completely
or by disturbing it such that users become not interested
in the service anymore (for example causing significant delay
in accessing an airline reservation web site). Today’s Inter-
net has witnessed several incidents that confirm the devas-
tating effect of such attacks. For example, in October
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2002, eight out of the thirteen root DNS servers were affect-
ed as a result of severe flooding denial of service attack [20].

In DDoS attacks, the attacker’s objective is to overpow-
er the victim while keeping his identity unknown. DDoS
attacks are broadly classified as direct and reflector based
attacks. The basic idea behind direct DDoS attacks is to
compromise one or more machines (the masters), which
will in turn instruct previously compromised innocent
machines (the slaves) to aggressively overwhelm the victim
by high volume streams of flooding packets with faked IP
source addresses, leaving the victim with no clue about the
true sources of these packets. Several research efforts (e.g.,
[8,10,2,3,14,15,24,30,31]) have been made to trace such
attacks.

Reflector based DDoS attacks [13,26] employ different
strategy. In such attacks, each of the compromised machines
is instructed to continuously send request packets to a set of
Internet reflectors (an Internet reflector is an IP host that will
reply to any request packet). The source address of each of
these request packets is spoofed to be the same as the address
of the targeted site. As a result, the reflectors send their
replies to the given address causing packet flooding at that
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site. Using Internet reflectors complicates the problem of
DDoS attacks. Researchers are more concerned about these
attacks because attack packets (reply packets originated
from the reflectors themselves) carry legitimate IP source
addresses making it useless to trace such attacks. Also,
because these attacks are usually characterized by an ampli-
fication factor that increases their intensity. For example, in
Smurf attacks [6], the attacker sends ICMP echo requests
(pings) to the broadcast address of a network, so the victim
is hit by many more packets. The Fraggle attack [7] uses
UDP echo packets in the same fashion as the ICMP echo
packets. In TCP-based reflector DDoS attack [13], the
attacker sends SYN packets to many reflectors. Each corre-
sponding SYN-ACK packet is then sent to the victim. Attack
amplification is achieved through the multiple retransmis-
sion of SYN-ACK packets after each time out as explained
in Section 2.

In this paper, we advocate the concept of victim assis-
tance and propose a novel scheme to mitigate TCP-based
reflector DDoS attacks. The proposed scheme is general

in the sense that it can handle different types of reflector
attacks. However, our discussion will be focused on TCP-
based reflector attacks due to the following reasons:

• TCP carries 95% of today’s Internet traffic and 80% of the
total number of flows in the Internet [22]. Therefore,
attackers prefer using TCP-based traffic to avoid detection.

• Any general purpose TCP connection-accepting Internet
server could be used as a packet reflection server. This
provides attackers with large pool of servers to be used
as reflectors.

• Several incidents of TCP-based reflector attacks has
been reported (e.g., in addition to the reported attacks
against GRC.com [13], many TCP-based reflector
attacks were captured at Los Nettos ISP network [16]).

• Different than other types of reflector DDoS attacks,
TCP-based reflector attack cannot be mitigated by blind
filtering of attack packets, because such solution would
prevent the victim itself from establishing any TCP
connection.

The proposed scheme, called pairing based filtering
(PF), is based on informing edge routers of an ISP network
about TCP connection establishment requests initiated by
the victim, such that incoming reply packets can be paired
with them, while replies that represent attack packets can
be filtered directly. It is important to mention that the basic
idea of request/reply pairing is not new as it has been used
earlier for DoS attack detection and mitigation (e.g.,
SYN-dog [35], D-WARD project [23], and TCP flooding
blocking [12]). However, different than earlier work,
request/reply pairing in our scheme is performed in a dis-
tributed manner at the edge routers of the ISP network that
contains the victim, which is a challenging problem given
the possibility of routing asymmetry, rather than at the
edge router to which the victim is connected. This feature

has the advantage of filtering attack packets far away from
the victim (i.e., at the ISP perimeter), providing protection

from bandwidth exhaustion attacks in addition to the protec-

tion from victim’s resources exhaustion attacks. The pro-
posed scheme ensures the filtering of most of the attack
traffic, while minimizing the collateral damage to legitimate
traffic. In this paper, we discuss the design and implemen-
tation of the PF scheme and we characterize its behavior.
Also, we perform preliminary statistical analysis to study
the effects of traffic unpredictability (represented by routing
instability and asymmetry), and other design parameters
on the performance of the PF scheme. We show that the
probability of filtering a legitimate packet is less than
0.001 when suitable parameters are chosen.

The rest of this paper is organized as follows: Section 2
provides detailed prospective about TCP-based reflector
DDoS attacks. Section 3 highlights the main motivations
and objectives of this paper. Section 4 is devoted for
describing the proposed scheme. Section 5 reviews the rel-
evant work. Finally, conclusions are drawn in Section 6.

2. Reflector based DDoS attacks

The analysis presented in [26] show that reflector based
attacks are feasible in variety of request/reply based proto-
cols including TCP, UDP, ICMP, and DNS. After determin-
ing the type of reflected attack packets, ISP edge routers can
be configured to filter packets that share the same attack
packet attributes, such as protocol type, destination IP
address, and destination port number. While ICMP and
DNS based reflector DDoS attacks can be handled by install-
ing such filters at edge routers, TCP-based reflector DDoS

attacks represent a real challenge when protecting victims

who are in critical need to establish connections with other sys-

tems outside the ISP perimeter. This is due to the fact that fil-
tering SYN-ACK packets blindly will prevent legitimate
SYN-ACK packets from reaching their destination, and
consequently, it leads to connection establishment failure.

In TCP protocol, the connection is initially established
via the well known three way handshaking procedure.
The source sends a SYN packet specifying the port number
of the destination that it wants to connect to, and its initial
sequence number (ISN). When the destination receives the
source’s SYN packet, it typically allocates memory buffers
for sending and receiving the connection’s data, and it
records the various details of the connection including
the source’s remote IP and connection port number. The
destination responds with its own SYN packet containing
its initial sequence number. It also acknowledges the
source’s SYN by sending an acknowledgment packet that
holds the source’s ISN plus one. In this way, the destina-
tion will be prepared to accept the source’s final connection
opening ACK packet. Also, if the source’s ACK packet
should fail to arrive, the destination will be able to resend
its SYN-ACK packet, presuming that it might have been
lost or dropped by an intermediate Internet router.

Attackers may take advantage of the availability
and connectivity of large number of Internet reflectors to
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coordinate a highly distributed DoS attack. This can be
done by abusing the TCP protocol in the following way.
An attacker, A, selects a set of Internet reflectors. It then
sends low rate faked SYN packets to each of these reflec-
tors with a spoofed source address equals to that of the
final target V. For each received SYN packet, the reflectors
reply with a SYN-ACK packet to the given address V.
Therefore overwhelming the victim site, V, by high aggre-
gate rate SYN-ACK packets.

The normal reaction of the victim, V, is to respond by
sending RST packet for each received unexpected SYN-
ACK packet. From the prospective of a reflector, this
can be an indication of ongoing DDoS attack against V.
However, this cannot be confirmed because of the low rate
of originally received SYN packets. In some cases, the vic-
tim becomes disabled and cannot respond to the received
SYN-ACK packets coming from the reflectors. Therefore,
these reflectors assume transmission failure and decide to
retransmit their SYN-ACK packets (multiple times) lead-
ing to attack amplification.

3. Motivation and objectives

When considering TCP-based reflector DDoS attacks,
the following questions come to mind: Is it a real threat?
and if so, what type of targets need protection? where to
deploy the defense mechanism? and, what are the main
objectives we need to achieve in defending against these
attacks? The following subsections are devoted to answer
these questions.

3.1. The need for protection from TCP-based reflector attacks

In TCP-based reflector DDoS attacks, the target can be
a web server that accepts connections from clients through-
out the Internet. In most cases, a web server does not initi-
ate TCP connections by itself. Therefore, TCP-based
reflector DDoS attacks against such systems can be miti-
gated by filtering any incoming SYN-ACK packet. Howev-
er, there exist several scenarios where the targeted system
requires to initiate TCP connections with other systems
across the Internet. Protection of such system from reflect-
ed attack SYN-ACK packets is not trivial because it is dif-
ficult to distinguish these packets from legitimate
SYN-ACK packets that are necessary for connection
establishment. Here, we list few examples of servers that
initiate TCP connections which could become targets of
TCP-based reflector attacks.

3.1.1. FTP server [28]

In active mode FTP, the client connects from a random
unprivileged port (Port Number PN > 1024) to the FTP
server’s command port, port 21. Then, the client starts lis-
tening to port PN + 1 and sends the FTP command
‘‘PORT PN + 1’’ to the FTP server. The server will then
connect back to the client’s specified data port from its
local data port, which is port 20.
3.1.2. Proxy server [34]

A proxy server receives a request for an Internet service
(such as a Web page request) from a user. If it passes filter-
ing requirements, the proxy server looks in its local cache
of previously downloaded Web pages. If it finds the page,
it returns it to the user without needing to forward the
request to the Internet. If the page is not in the cache,
the proxy server, acting as a client on behalf of the user,
uses its own IP address to request the page from the server
out on the Internet. When the page is returned, the proxy
server relates it to the original request and forwards it on
to the user. Although using a proxy server in some cases
is optional and can be avoided if it becomes under attack,
some ISP’s make all their users use a proxy servers to block
sites with unsuitable content. Therefore, a lot of manage-
ment overhead would be incurred if ISP customers were
asked to reconfigure their web browsers to avoid connect-
ing to the Internet via a proxy server under attack.

3.1.3. SOCKS server [18]

It is a function that is used to manage the connections
between clients/servers on a secure internal network and
clients/servers on an untrusted network such as the Inter-
net. The SOCKS server sits between the trusted and
untrusted systems. The server regulates which connections
are allowed, logs information regarding the connections,
and hides the internal network information (such as
internal IP addresses). Hosts outside the secured network
perceive the SOCKS server as the source of the communi-
cation. The server resends requests and responses between
the trusted and untrusted systems.

3.2. Where to deploy the defense scheme

Home users, business firms, academic institutions, and
medical centers usually obtain access to the Internet via a
local Internet Service Provider (ISP). The main task of an
ISP network is to route Internet traffic between its custom-
er networks, and to provide access to the rest of the Inter-
net by connecting to other ISPs. Fig. 1 shows an ISP
network that contains a targeted system in one of its cus-
tomer networks. Any traffic going to the targeted system
(the victim) must enter the ISP network first by passing
through an edge router. Hence, the perimeter is the earliest
location for defense such that attack packets can be identi-
fied and dropped before reaching the victim, leading to
protection from bandwidth exhaustion attacks.

3.3. Main objectives

We believe that a successful attack mitigation scheme
should achieve the following objectives:

• Accuracy: the ability to filter attack traffic with minimal
collateral damage to legitimate traffic going to the vic-
tim. This requires an efficient method for packet
classification.
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Fig. 1. ISP network. Attack traffic targeting the victim can originate from
several directions. However, it must enter the ISP network first by passing
through an edge router.
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• Low overhead: the overhead imposed by the scheme
should be minimal. Only simple state information may
be maintained at edge routers for the purpose of packet
classification.

• Early filtering: attack traffic must be filtered before it
enters the ISP network that contains the victim in order
to avoid congestion inside the network.

• Fruitful deployment: the direct benefit of deploying an
attack mitigation scheme should be felt by the victim
in order to convince the administrators of the ISP net-
work that contains the victim to deploy the scheme.

• Ease of deployment: to simplify the deployment in terms
of management and operation, the scheme should be
deployed in a single administrative domain such as an
ISP network.
4. Pairing based filtering (PF)

4.1. Assumptions

Our methodology in mitigating the effect of TCP-based
reflector DDoS attacks is based on inherent features of
the attack itself and the deterministic nature of the TCP
protocol, and more importantly, it depends on the
stability and symmetry of Internet routing. Here, routing

stability refers to the situation of having the same ingress
router for all packets sent from a given source to a
destination located in the ISP network, while routing
symmetry refers to the situation of having identical egress
and ingress edge router for a SYN packet and its corre-
sponding SYN-ACK packet.

We assume routing stability1 based on earlier studies
[25]. This assumption leads us to conclude that there is a
mapping between the reflectors used by an attacker and
1 This assumption is relaxed in Section 4.4.
the edge routers of the ISP network which contains the
targeted system. By this mapping we mean that each subset
of reflectors used by the attacker have to forward their
attack packets through the same edge router during the
attack period.

We do not necessarily assume routing symmetry.
Instead, we assume that a mechanism such as loose source
routing [34] can be used to force a SYN packet generated
by the victim to pass through the edge router at which
the corresponding SYN-ACK packet is expected to arrive.
In fact, having routing symmetry would facilitate the pair-
ing of SYN packets generated by the victim and their cor-
responding SYN-ACK packets (this is the bases of our
proposed scheme).

4.2. The PF scheme

Packet Pairing based Filtering (PF) scheme is a SYN-
ACK packet classification and filtering scheme to be
implemented at the edge routers of the ISP network that
contains the targeted system, and should be activated
after detecting TCP-based reflector DDoS attack. The
main idea of the proposed PF scheme is as follows: since
the attacker keeps using the same set of reflectors contin-
uously during the attack, subsequent SYN-ACK packets
from the same reflectors can be filtered at their ingress
points to the ISP network unless they correspond to pre-
viously sent SYN packets by the victim.

The basic architecture of PF scheme can be viewed as a
two level filter. Generally, SYN-ACK packets going to the
victim can be classified as legitimate, attack, or suspicious.
The filter is designed such that legitimate packets are
passed directly, attack packets are dropped directly, and
suspicious packets are marked and passed. Initially, all
packets are assumed to be suspicious. However, by taking
advantage of the nature of reflector DDoS attack and the
deterministic behavior of the TCP protocol itself, subse-
quent packets can be classified with high accuracy. There-
fore, the two levels of the filter are:

• Level 1: All legitimate packets are passed directly. There-
fore, only suspicious packets and attack packets should
be inspected at level 2 of the filter.

• Level 2: All suspicious packets are passed. However, any
attack packet will be filtered.

The following data structures are required at each edge
router to implement the classification and filtering func-
tions of the PF scheme:

• Legitimate packet list (LPL): LPL contains list of SYN-
ACK packets that are expected to arrive at the edge
router. We use the combination of source IP address
and ACK number to uniquely identify certain packet.
LPL is updated frequently by forcing SYN packets gen-
erated by the victim for a given destination to exit the
ISP perimeter at the same edge router at which the
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corresponding SYN-ACK packet is expected to arrive2

(this is achievable using loose source routing [34]). The
knowledge about expected SYN-ACK ingress point is
achieved by keeping up to date table at the victim, in
which the ingress point of each received suspicious
SYN-ACK packet is recorded. This can be achieved
by marking these packets (at their ingress points) by a
code that uniquely specifies the edge router through
which the packet has been forwarded (i.e., the ingress
point).

• Source filtering list (SFL): The SFL contains the list of
reflectors that are being continuously used by the attack-
er. It is built gradually while passing suspicious packets
deterministically. When a suspicious packet is passed, its
source address is inserted into the SFL, such that subse-
quent packets from the same source are filtered unless
they are found to be in the LPL.

The PF scheme is initiated by the victim upon detection
of TCP-based reflector DDoS attack. All ISP’s edge rou-
ters are informed (through an authentic multicast message)
to activate the PF scheme. It is important to mention that
the same procedure is performed at all edge routers of a
given ISP, and this procedure is applied only to SYN-
ACK packets going to the victim.

Fig. 2 shows the basic operation of the PF scheme at a
given edge router. When the edge router receives a SYN-
ACK packet going to the victim, this SYN-ACK packet
must correspond to previously sent SYN packet to be con-
sidered as legitimate. The router can determine the legiti-
macy of the given packet by inspecting the LPL. If
packet legitimacy cannot be established, then it has to go
through the second level of filtering, in which the packet
is dropped directly if its source address is found in the
SFL (i.e., attack packet). Otherwise (i.e., suspicious
packet), the packet is marked, and passed after inserting
its source address in the SFL.

4.3. Implementation of LPL and SFL

4.3.1. Bloom filters

For efficient packet processing and storage, LPL and
SFL are implemented using Bloom filters3 can be imple-
mented using any other data structure [4]. What follows
is a description of Bloom filters which is adopted originally
from [5]. A Bloom filter is a data structure for representing
a set of n elements (also called keys) to support member-
ship queries. The idea is to allocate a vector R of m bits,
initially all set to 0, and then choose k independent hash
functions, each with range {1, . . . ,m}. For each element,
2 If the victim does not have knowledge about the expected ingress point
of the corresponding SYN-ACK packet, then the SYN packet is sent
normally.

3 We use Bloom filters as an example for implementing LPL and SFL
and study the scheme’s effectiveness accordingly. In practice any other
data structure could be used.
A, the bits at positions H1(A), H2(A), . . . ,Hk (A) in R are
set to 1. (A particular bit might be set to 1 multiple times.)
Given a query for B, we check the bits at positions H1 (B),
H2 (B), . . . ,Hk (B). If any of them is 0, then certainly B is not
inserted in the filter. Otherwise we conjecture that B is
inserted in the filter although there is a certain probability
that we are wrong. This is called a ‘‘false positive’’. The
parameters k and m should be chosen such that the proba-
bility of a false positive is acceptable. It has been shown in
[4] that the false positive rate of a bloom filters is given by
the following equation:

pf ¼ 1� 1� 1

m

� �kn
 !k

� ð1� e�
kn
mÞk. ð1Þ
4.3.2. The PF algorithm

We incorporate the idea of using Bloom filters in our
scheme to support efficient packet classification and filter-
ing at high Internet speeds. Fig. 3 shows the PF algorithm
at edge router ERx. An incoming SYN-ACK packet P is
inspected for legitimacy (step 1). This is done by inspect-
ing the LPL bits indexed by H1(P.source, P.ack-number),
H2(P.source, P.ack-number), . . . ,Hk(P.source, P.ack-num-
ber). This combination (i.e., P.source and P.ack-number)
Fig. 3. PF algorithm at edge router ERx.
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should be the same as the combination of destination IP
address and (SYN number + 1) of the corresponding
SYN packet that is supposed to be already inserted in
the LPL. If the packet is found to be legitimate, then it
is passed (step 1.a), and its entries are erased from the
LPL table (step 1.b).

The packet is dropped if its legitimacy cannot be estab-
lished and its address is found to be in the SFL (step 2).
SFL membership test (i.e., to check if certain source is in
the SFL) is done by inspecting the bits indexed by
H1(P.source), H2(P.source), . . . ,Hk(P.source). Otherwise,
the packet is considered suspicious (step 3) and its address
is inserted in the SFL by setting the SFL bits indexed by
the same values used for membership test such that future
SYN-ACK packets from the same source are classified as
attack packets after failing the legitimacy test. The packet
is also marked by setting a 1-bit flag that indicates that the
packet is suspicious, and by augmenting it by a code that
uniquely represents the edge router through which the pack-
et is passed. For an ISP network with N edge routers, Ølog2Nø
bits would be required to represent each edge router. Table 1
shows the number of edge routers in different ISP networks.
It can be seen that the number of bits required for edge router
encoding is ISP dependent, and in most cases, it is less than
13 bits. Such code can be written in the 16 bit ID of the IP
packet header.

4.3.3. Packet marking

The purpose of marking suspicious packets is two fold.
By receiving a suspicious packet, SP, the victim knows
that the source address of the given packet has been
inserted in the SFL of the edge router represented by
the code obtained in the marked packet. If the packet is
found to be legitimate, the victim should send an erase
request to that edge router to remove the source address
of the packet from its SFL. This is done by resetting
the SFL bits indexed by H1(SP.source), H2(SP.source),
. . . ,Hk(SP.source). Failing to do so may result in setting
all SFL bits as a result of continuous insertions of newly
seen sources, which leads to complete blocking of
legitimate packets.

The marking at the edge router helps the victim in updat-
ing its information about the mapping between different
Table 1
Number of edge routers in various ISP networks

ISP Number of edge routers (N) Ølog2Nø

AT&T (US) 8044 13
Ebone (Europe) 108 7
Exodus (US) 49 6
Level 3 (US) 875 10
Sprintlink (US) 5990 12
Telstra (Australia) 2249 12
Tiscali (Europe) 182 8
Verio (US) 2846 12
VSNL (India) 10 4

This information was extracted from the Rocketfuel [33] ISP topology raw
traces.
packet sources and ISP edge routers. This information is
used to update LPLs whenever a TCP connection is
established by the victim. Fig. 4 shows the LPL update
algorithm. Whenever the edge router receives SYN packet
from the victim itself to establish a connection with certain
system outside the ISP perimeter, the combination of the
packet destination and (SYN number + 1) is inserted in
the LPL by setting the bits indexed by H1(P.destination,
P.SYN-number + 1), H2(P.destination, P.SYN-number + 1),
. . . ,Hk(P.destination, P.SYN-number + 1).

4.4. Theoretical analysis of the PF scheme

Ideally, PF scheme should filter all attack packets
without causing any collateral damage to legitimate
packets. However, due to design and implementation fac-
tors of the scheme, and due to Internet traffic unpredict-
ability, ideal operation of the scheme cannot be achieved.
The following properties characterize the behavior of the
PF scheme:

• PF scheme does not provide instant filtering of attack
packets at the moment the scheme is activated. Mean-
ing that the edge routers will experience some delay
before being able to classify incoming SYN-ACK
packets with high accuracy. This delay is due to the
gradual process of building the SFL at each edge
router.

• Ideally, all legitimate SYN-ACK packets going to the
victim are allowed to pass the ISP perimeter. The valid-
ity of this property depends on the knowledge of the vic-
tim about the expected ingress point for each SYN-ACK
packet, and on the symmetry of egress/ingress of
request/reply packets from/to the victim. This is because
failing to inform the correct edge router about an
incoming legitimate SYN-ACK packet may lead to fil-
tering of that packet.

• Ideally, only one packet from each attack source is
allowed to pass the ISP perimeter. This is because
the source address of the first attack packet from a
given source would be inserted in the SFL causing
subsequent packets from the same source to be
filtered. This property does not hold always due to
routing instability which allows packets coming from
the same source to change their ingress point to the
ISP network. If an attack packet from certain source
enters the ISP perimeter at an edge router different
than the one at which previous packets from the same
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source arrived, then such packet would be allowed to
pass since its source address is not in the SFL of the
current edge router.4

Our aim is to evaluate the PF scheme in terms of the fol-
lowing performance metrics which map to the previous
properties:

• Transient defenseless period (TDP): the period since the
scheme is activated until all distinct attack sources are
identified.

• Pl: probability of filtering a given legitimate SYN-ACK
packet.

• Pa: probability of allowing more than one packet from a
given attack source (i.e., reflector) to pass the ISP
perimeter.
4.4.1. TDP analysis

It is imperative to mitigate the effect of DDoS attack
within short period of time. Complete mitigation5 of the
attack is achieved only by identifying all distinct attack
sources (i.e., reflectors being used by the attacker) because
attack packets will be subject to deterministic dropping if
their sources are in the SFL. There is a tradeoff from the
perspective of the attacker, between available resources
(e.g., available bandwidth), detection avoidance by the
reflectors themselves (e.g., high rate SYN packets from cer-
tain source may be considered as an indication for ongoing
reflector attack), and amount of damage desired at the tar-
geted system.

Assuming that edge router ERx receives attack packets
from the n different reflectors represented by the set
X = {x1,x2, . . . ,xn} with an average rate of b packets/
second for each reflector, then we need to find the average
number of attack packets, M, required to insert all attack
reflector addresses in the SFL. This problem is an instant
of the well known coupon collector problem. It has been
shown that M ¼ n 1þ � � � þ 1

n�1
þ 1

n

� �
[29]. Therefore, the

average time to collect all distinct attack reflector addresses
can be expressed as M

nb. This value represents the average
transient defenseless period at router ERx. In practice,
the average time would be larger due to the ramp up behav-
ior observed in DDoS attacks in general [16].

4.4.2. Pl analysis

The probability of dropping a legitimate SYN-ACK
packet depends on whether the packet source is new to
the victim (i.e., the first time to be contacted by the victim
since the scheme is activated), or it is old (i.e., it has been
contacted earlier by the victim after the scheme was activat-
ed). The following analysis focuses on estimating the
percentage of legitimate traffic that may get dropped.
4 An exception to this is when a false positive occurs to the packet’s
source address. In this case the packet would be filtered.

5 This is in ideal situation.
This analysis apply for packets that arrive after the tran-
sient defenseless period.

The importance of an address being new or old reflects
the knowledge of the mapping between the address and
the ingress point to the ISP network that contains the vic-
tim. SYN-ACK packets coming from new source addresses
will be blocked with probability given by

P bnew ¼ P asymmP f ; ð2Þ
where Pasymm represents the probability of egress/ingress
asymmetry (i.e., the probability that a given SYN packet
exits the ISP perimeter at certain edge router, while the cor-
responding SYN-ACK packets enters the ISP perimeter at
different edge router), and Pf represents the false positive
rate of the bloom filter that represents the SFL. On the
other hand, SYN-ACK packets coming from old source
addresses are expected to be blocked with probability given
by

P bold ¼ P instP f ; ð3Þ
where Pinst represents the probability of routing instability.
Let Pnew be the probability that the source of a legitimate
SYN-ACK packet is new to the victim. From equations
2 and 3, the probability of blocking legitimate SYN-ACK
packet is given by

P l ¼ P newP asymmP f þ ð1� P newÞP instP f . ð4Þ

It is important to realize that Pnew is not fixed. Initially, all
legitimate SYN-ACK sources are new to the victim. How-
ever, as the time proceeds, most of the legitimate SYN-
ACK sources become old.

To study the effect of routing instability and routing
asymmetry separately, we fix one of them and vary the
other along the possible values of Pold (the same as
1 � Pnew). The SFL parameters m, k, and nmax were set
to 128k bits, 4, and 5000, respectively. This setting corre-
sponds to a Pf of 0.0004. Fig. 5 shows the effect of routing
instability on Pl. It can be seen that the blocking probabil-
ity of legitimate packets increases when the routing insta-
bility increases, which can be explained by recalling that
a legitimate SYN-ACK packet coming from old sources
cannot be paired with the corresponding SYN packet if
the it arrives at an edge router different than the expected
one.

Fig. 5 shows the effect of routing asymmetry on Pl. It
can be seen that Pl increases when the routing asymmetry
increases, which can be explained by recalling that a legit-
imate SYN-ACK packet coming from new sources cannot
be paired with the corresponding SYN packet if it arrives
at an edge router different than the one at which the
SYN packet departed the ISP perimeter. Overall, the small
values of Pl, which is in the range of 10�3, indicates that
collateral damage under PF scheme is minimal.

4.4.3. Pa analysis

The probability of allowing more than one packet from
the same attack source can be expressed as
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P a ¼ P instð1� P f Þ. ð5Þ

It can be seen from equation 1 that the effective false posi-
tive rate in an individual SFL depends on different design
parameters including its size, m, the number of hash func-
tions used, k, and the number of source addresses, n, insert-
ed in it. Obviously, the number of reflectors that are being
used by the attacker which map to certain edge router,
ERx, depends on the actual network topology, routing pro-
tocol, and attacker’s choice. Therefore, parameter n is
expected to be different for different edge routers. We
can, however, make some simplifying assumptions in order
to derive an upper bound on the false positive rate of the
SFL at each edge router. We assume that up to nmax reflec-
tors out of those used by the attacker map to any edge
router. Fig. 6

For the purpose of discussion, we will consider using a
SFL of size 128K bits with four hash functions. We assume
different values for the probability of routing instability
ranging from 0.05 to 0.2. Fig. 7 shows the value of Pa as
a function of nmax. It is clear that stable routing (i.e., low
values for Pinst) reduces the chances for more than one
attack packet per source to pass the ISP perimeter. We,
also, observe that Pa decreases slightly by increasing nmax.
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and Pf were fixed to 0.2 and 0.04, respectively.
In fact, increasing nmax beyond the range shown in the
figure leads to sharp decrease in Pa. This can be inter-
preted by recalling that increasing nmax corresponds to
higher values of Pf. This represents one of the con-
straints imposed on the attacker by the PF scheme which
prevents the use of very large number of reflectors,
because this would lead to higher Pf and consequently
lower Pa. The effect of nmax on Pl can be seen in
Fig. 8 which plots Pl under the same conditions. It is
clear that Pl increases slightly (observe that Pl remains
in the 10�3 range) by increasing nmax, which is due to
the corresponding increase of Pf. By looking at Figs. 7
and 8 together, one can infer the tradeoff regarding nmax

from attacker’s viewpoint.

4.5. TCP-based reflector DDoS attacks against GRC.com:

A case study

As a case study, we consider the reflector-based DDoS
attacks launched against Gibson Research Corporation
(GRC) in January 2002. In particular, we describe
GRC’s connection to the Internet, provide a brief
description of the attack, then we evaluate the proposed
scheme (i.e., the PF scheme) in the context of this attack
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to see how efficient it would be if it had been deployed.
Also this study aims at providing an insight on the typ-
ical values of the parameters associated with the PF
scheme.

As described in [13], GRC is connected to the Internet
via a pair of T1 trunks through a Cisco router that
belongs to Verio network (one of the major ISPs in
the united states). They provide a total of 3.08 megabits
of bandwidth in each direction (1.54 megabits each),
which is ample for their daily needs. The Verio router
that supplies GRC’s T1 trunks enjoys two massive 100
megabit connections to the Internet. But from there all
of the traffic bound for GRC must be funnelled through
the two T1 trunks.

The attack against GRC as described in [13] was
TCP-based reflector DDoS attack. An analysis of the
attack traffic showed that GRC’s T1 trunks were flooded
by SYN/ACK packets originating from hundreds of
machines that belongs to Verio, Qwest, yahoo.com,
Above.net and many other networks. GRC estimated
the number of distinct IP addresses from which reflected
SYN-ACK packets originated to be in the range of hun-
dreds. For the purpose of this study we roughly consider
the number of attack machines to be 500. Farther more,
we assume that these machines are evenly distributed
among 10 ISP networks, which means that 50 attack
machines map to one of the 10 of the 2846 Verio’s edge
routers.6

GRC reported that the number of attack packets
exceeded one billion by the time the attack ended. How-
ever, they did not specify the aggregate attack rate. A
study conducted by A. Hussain [16] revealed that aggre-
gate rate of reflected attack traffic is typically in the
range of 340–13,000 packets/s.7 As a worst case scenario,
we assume that the attack against GRC was as intense as
13,000 packets/s, which corresponds to an average
rate of 26 packets/s for each attack machine. Therefore,
the average value of TDP under these settings would be
around 0.11262 s which is a very small value that indi-
cates a very fast response of the proposed scheme. The
small number of attack machines that maps to a given
edge router (around 50) implies that an SFL of size
16K bits would be sufficient to mitigate this particular
attack with false positive rate of Pf = 0.000012. It would
be difficult to evaluate the values of Pl and Pa without
having measurements of the routing instability and rout-
ing symmetry probabilities. However, both values (i.e., Pf

and Pl) are expected to be very low due to the limited
number of reflectors involved in the attack and due to
the fact that these reflectors belong to small number of
ISP networks.
6 The number of edge routers within Verio’s network is found to be 2846
[33].

7 This number is based on the attack traffic captured at Los Nettos edge
router which is connected to the Internet via an edge router that belongs to
Verio.
4.6. Practical considerations

In this subsection,we discuss the practicality of the PF
scheme from security and implementation aspects:

4.6.1. Generality of the PF scheme
It is important to emphasize that the PF scheme is not

specific to TCP-based reflector attacks since it has the abil-
ity to filter incoming reply packets of any protocol type
(assuming that it would be activated according to the
attack packets type). In practice, an attacker can just gen-
erate random packets from his zombies and flood the tar-
get’s link. If the attacker particularly likes sending TCP
SYN-ACK packets, for some reason, he can fabricate them
and send them directly to the target without the help of
reflectors. Although this is generally true, it is not useful
for the attacker because:

• The amplification effect8 cannot be achieved this way.
• The zombies under attacker’s control can be located if a

traceback scheme is employed.
• The PF scheme can still filter attack SYN-ACK

packets.
4.6.2. TCP header inspection

The proposed scheme requires that all edge routers of
the ISP network that contains the victim to inspect each
packet closely enough to determine if it is a TCP SYN-
ACK packet, so the mechanism can more closely analyze
the packet to see if it is a legitimate SYN-ACK. This
requires, at least for all TCP packets destined to the vic-
tim, examining the TCP header fields. Existing edge rou-
ters may not examine TCP header fields at high speeds,
so installing this mechanism at those routers would slow
them down. To reduce the overhead imposed on edge
routers, a lightweight algorithm similar to the one pro-
posed in [36] could be used to distinguish TCP control
packets from TCP data packets. Based on that algo-
rithm, a router can tell TCP control packets from data
packets without accessing the TCP header by checking
the ‘‘total length field’’ in the IP header. If the total
length of an IP packet is 40, then it is most probably
a TCP control packet (given that its protocol type is
TCP and its fragmentation offset is zero). By following
this approach, among the IP packets destined to the vic-
tim, only TCP control packets undergo TCP header
inspection by edge routers. Once a TCP control packet
is identified, the edge router has to inspect the corre-
sponding flags in the TCP header to determine whether
it is a SYN-ACK packet or not. This implementation
based modification reduces the overhead of TCP header
inspection. The actual TCP header inspection can be
8 Recall that amplification effect in TCP-based reflector attacks is due to
multiple packet retransmission.



9 The focus of the paper was on TCP-based reflector DDoS attacks due
to the difficulty of handling this particular type of attacks.

2278 B. Al-Duwairi, G. Manimaran / Computer Communications 29 (2006) 2269–2280
done by the router itself or by a special device attached
to it.

5. Relevant work

Reflector based DDoS attacks can be defeated either by
filtering the reflected attack packets (which hold valid IP
source addresses), or by solving the origins of the problem
(i.e., filtering IP packets with spoofed source addresses). In
this section, we discuss the main research efforts that
addressed the reflector based DDoS attacks explicitly,
and we review some of the research efforts that targeted
the filtering of spoofed IP packet.

5.1. Detection and prevention of reflector based DDoS

attacks

In [26], filtering of different types of reply attack
packets that share certain attributes, such as the destina-
tion port number and IP destination address, was con-
sidered. However, the issue of collateral damage (i.e.,
filtering legitimate replies as well) was not addressed.
In [27], a distributed approach for detecting reflector
attacks was proposed. The approach is based on sharing
beliefs among potential reflectors if any abnormal traffic
is observed, such that the reflectors become aware that
they are being used in a reflector based DDoS attack,
and consequently start ignoring incoming request pack-
ets that have source address equals to the victim’s
address. Clearly, this approach cannot be deployed in
practice because there is no way by which certain reflec-
tor knows the group of reflectors participating in ongo-
ing attack, such that it can share its belief with them.
Even if attack detection is possible among set of reflec-
tors, there is no mechanism by which reflectors can dis-
tinguish attack packets from legitimate packets.
Moreover, it is possible for the attackers to abuse the
scheme by sharing their own beliefs with many other
innocent reflectors in order to drop legitimate traffic
passing through them.

5.2. Filtering of spoofed IP packets

Generally, filtering of spoofed IP packets can be done
at the source network, intermediate routers, or at the
destination network. For example, in ingress filtering
[11], routers are configured to block packets that arrive
at the edge router of the source network with illegitimate
source addresses. This may violate some existing setups
and protocols such as Mobile IP and multi-homing. It
is also difficult to convince ISP administrators to sup-
port ingress filtering because the benefit is not felt direct-
ly by the deploying ISP. Our scheme is different in this
aspect because fruitful deployment is one of its main
objectives. Another example is the SAVE protocol [19],
which is designed to provide routers with the informa-
tion needed for source address validation. The main
problem of this protocol is that legitimate packets may
be filtered even in the absence of an attack. This is
due to routing instability which leads to errors in the
source address validation tables maintained at the SAVE
enabled routers. In general, such schemes require large
scale deployment to prevent IP source address spoofing
efficiently.

Hop count filtering [17] is a simple approach to drop
spoofed packets at the destination network. It is based
on observing that the distance traveled by a spoofed
packet is usually different than that traveled by a packet
originated from the actual spoofed source. Therefore,
attack packets can be distinguished and dropped direct-
ly. The main drawback of this approach is the need to
keep up to date database of source addresses and their
distances. This might be difficult due to route changes.
Also smart attackers may spoof IP addresses that never
communicated with the given reflector such that it can-
not judge about the validity of these packets.

6. Conclusions

Reflective DDoS attacks are feasible in variety of
request/reply based protocols. In this paper, we proposed
a victim-assisted based scheme to mitigate such attacks.
The proposed scheme, called Pairing Based Filtering
(PF), is based on the idea of pairing request packets
and their corresponding reply packets in a distributed
manner.9 The pairing is performed at the edge routers
of the ISP network that contains the victim, such that
attack reply packets can be identified and filtered direct-
ly, leading to protection from bandwidth exhaustion.
Through analytical studies, we showed that PF scheme
offers protection for legitimate packets going to the tar-
geted system during a reflective DDoS attack, while fil-
tering attack packets. Our analysis shows that the
probability that a legitimate packet being dropped under
the PF scheme is less than 0.001, when suitable parame-
ters are chosen.

Obtaining victim’s assistance represents the basis in
defending against reflective DDoS attacks in the pro-
posed scheme. The importance of this approach is reflect-
ed in the fact that new source of information (i.e., the
victim) is now available to make distinction between
attack and legitimate packets. This approach opens new
directions of research in designing efficient countermea-
sures for DDoS attacks. For example, (1) using the pro-
posed scheme in such a way to provide a hybrid service
of attack prevention and mitigation; (2) investigating the
viability of victim’s assistance in defending against direct
DDoS attacks.
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